SEVENTH FRAMEWORK
PROGRAMME

Grant agreement for: Combination of CP & CSA'

Annex | - "Description of Work"

Project acronym: NEXPReS
Project full title: " NEXPReS- Novel EXplorations Pushing Robust e-VLBI Services "
Grant agreement no: 261525

Date of preparation of Annex | (latest version): 2010-07-08
Date of last change: 2010-07-07

Date of approval of Annex | by Commission: 2010-0/-08


paqueis
Typewritten Text
2010-07-08


Table of Contents

Part A

AL PrOJECT SUMIMAIY .iitiiiiee ittt ettt e e ettt e e e ettt e e e o aa bttt e e e o bbb et e e e aa b e et e e e ok b e et e e e aabb et e e e e ambeeeeeeabbneeeesanbbneeeenne 3
A.2 LiSt Of DENETICIAINES .....eeeeeiiiiiie ittt e e e e e e e e s s bbb et e et e e e e e e e s e s ananbbbneeees 4
A.3 Overall budget breakdown for the ProJECT ........eeeiiiii i a e 5

Workplan Tables

WTL LiSt Of WOTK PACKAGES ... .eeiiiiiiiiiiie ettt e e e st bt e e e ettt e e e e se b e e e e e sabbe e e e s enneees 1
LY I IS o e (=] LY== o] =PSRRI 2
WT3 WOrk package eSCIPLIONS .. ..ottt e e e e e e ettt e e et e e e e e e e e e s e nnbbseeeeeeeaaaeeeesaaannnreneeees 8
WOIK PACKAGE ...ttt e oo oo oo b bbbttt e e e e e e e s e e e e bbb be et e e e e e e e e e e e e e annbbbbaeeeeaaaaaaaas 8
LAV = o3 - Vo 12U 8
LAY 15 = Tod - Vo T TSRS 8
o] Qo= Tod = Vo [ I PO PPOU P PPR PPN 8
o] Qo= Tod = Lo [ I PP OPPP PO PP PPP PPN 8
WOIK PACKAGE B....ceiieiiiiiiiiiitt ettt ettt e oo oottt ettt e e e e e e s e e e s bbb be e et e e e e e e e e e aaaannbbbbaeeeaeaaaaaeas 8
RTAY 0T Qo = Tod &= Vo = AU 8
LAY T G = Lod Vo T S T SRR 8
LAY I IS o ) 0 11 =) (o = PR 38
WT5 Tentative schedule Of PrOJECT FEVIEWS ........oioiiiiiiiiiiiiei ettt 40
WT6 Project effort by beneficiaries and work package ... 41
WT?7 Project effort by activity type per benefiCiary ... 42

WT8 Project ffortS @nd COSES ....uuiiiiiiiiiiii ittt e e e e e e e e e e e e e e s s s e st raaaereeaeeeeessnnnnns 45



Al:

Project summary

Project Number * 261525 Project Acronym ? NEXPReS

One form per project
General information

Project title * NEXPReS- Novel EXplorations Pushing Robust e-VLBI Services
Starting date * 01/07/2010

Duration in months ° 36

Call (part) identifier ° FP7-INFRASTRUCTURES-2010-2

Activity code(s) most

relevant to your topic ’

Radio Astronomy, VLBI, radio telescopes, bandwidth
Free keywords ° on demand, streaming computing, high-speed storage,
distributed sensor networks

Abstract °

The objective of “Novel EXplorations Pushing Robust e-VLBI Services” (NEXPReS) is to offer enhanced scientific
performance for all use of the European VLBI Network (EVN) and its partners. The proposed activities will allow
the introduction of an e-VLBI component to every experiment, aiming for enhanced robustness, flexibility and
sensitivity. This will boost the scientific capability of this distributed facility and offer better data quality and deeper
images of the radio sky to a larger number of astronomers. In the past years, e-VLBI has been successfully
introduced for real-time, high-resolution radio astronomy. Due to limitations in connectivity, bandwidth and
processing capacity, this enhanced mode cannot be offered to all astronomers yet, in spite of its obvious
advantages. By providing transparent buffering mechanisms at telescope and correlator it will be possible to
address all the current and future bottlenecks in e-VLBI, overcoming limited connectivity to essential stations

or network failures, all but eliminating the need for physical transport of magnetic media. Such a scheme will

be far more efficient, and ultimately greener, than the current model, in which complex logistics and a large
over-capacity of disks are needed to accommodate global observations. It will require high-speed recording
hardware, as well as software systems that hide all complexity. Real-time grid computing and high bandwidth on
demand will be addressed as well, to improve both the continuous usage of the network and prepare the EVN for
the higher bandwidths which will ensure it will remain the most sensitive VLBI array in the world. The proposed
programme will strengthen the collaboration between the European radio-astronomical and ICT communities.
This will be essential to maintain Europe's leading role in the global SKA project.
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A2:

List of Beneficiaries

Project Number * 261525 Project Acronym * NEXPReS

No Name Short name Country :siﬁoentry Egﬁﬁt 3l
1 JOINT INSTITUTE FOR V.L.B.I. IN EUROPE (J.I.V.E.) JIVE Netherlands 1 36
2 STICHTING ASTRONOMISCH ONDERZOEK IN NEDERLAND ASTRON Netherlands 1 36
3 ISTITUTO NAZIONALE DI ASTROFISICA INAF Italy 1 36
4 \I\IAV,;\S)<SFI;I_N/-\SI\é(|3_II;(F3TEES'\IIEI_EL\S/CHAFT ZUR FOERDERUNG DER MPG Germany 1 36
5 THE UNIVERSITY OF MANCHESTER UMAN United Kingdom 1 36
6 CHALMERS TEKNISKA HOEGSKOLA AB 0SO Sweden 1 36
7 VENTSPILS AUGSTSKOLA VENT Latvia 1 36
8 FUNDACION GENERAL DE LA UNIVERSIDAD DE ALCALA FG-IGN Spain 1 36
9 NORDUNET A/S NORDUnet Denmark 1 36
10 SURFnet bv SURFnet Netherlands 1 36
11 INSTYTUT CHEMII BIOORGANICZNEJ PAN PSNC Poland 1 36
12 Elllfﬂl]!F/EEDRY OF ADVANCED NETWORK TECHNOLOGY TO EUROPE DANTE United Kingdom 1 36
13 AALTO-KORKEAKOULUSAATIO AALTO Finland 1 36
14 TECHNISCHE UNIVERSITAET MUENCHEN TUM Germany 1 36
15 8%%3?%E|éhm SCIENTIFIC AND INDUSTRIAL RESEARCH CSIRO Australia 1 36
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A3:

Budget Breakdown

Project Number * | 261525 Project Acronym > | NEXPReS
Participant Estimated eligible costs (whole duration of the project)

r}Lr:ntﬁhbizr Pr?rticipant Fﬁ"lf' Ind. costs*® Coordination Management Total RquESted
rojent short name % RTD (A) ®) Support (C) D) Other (E) A+B4C+D+E | contribution
1 JIVE 75.0 |T 554,200.00| 426,000.00 0.00 326,700.00| 1,356,400.00| 2,663,300.00| 1,581,240.00
2 ASTRON 75.0 |A 339,044.00 0.00 0.00 2,500.00 222,877.00 564,421.00 334,390.00
3 INAF 75.0 |T 259,000.00 0.00 0.00 0.00 0.00 259,000.00 158,250.00
4 MPG 75.0 |S 0.00 0.00 0.00 0.00 135,375.00 135,375.00 135,375.00
5 UMAN 75.0 |T 126,524.00 0.00 0.00 0.00 204,540.00 331,064.00 219,113.00
6 0SO 75.0 |T 386,648.00 0.00 0.00 0.00 63,360.00| 450,008.00 287,088.00
7 VENT 75.0 |F 86,025.00 0.00 0.00 0.00 0.00 86,025.00 52,144.00
8 FG-IGN 75.0 |A 0.00 0.00 0.00 12,250.00 0.00 12,250.00 0.00
9 NORDUnet 75.0 |A 0.00 0.00 0.00 0.00 214,825.00 214,825.00 129,145.00
10 SURFnet 75.0 |[A 0.00 0.00 0.00 0.00 80,000.00 80,000.00 0.00
11 PSNC 750 |T 354,400.00 0.00 0.00 0.00 0.00 354,400.00 184,800.00
12 DANTE 75.0 |A 0.00 0.00 0.00 29,600.00 29,600.00 59,200.00 0.00
13 AALTO 75.0 |T 312,760.00 0.00 0.00 0.00 54,000.00 366,760.00 229,605.00
14 TUM 75.0 |T 0.00 0.00 0.00 0.00 136,520.00 136,520.00 109,425.00
15 CSIRO 75.0 |A 0.00 0.00 0.00 0.00 79,425.00 79,425.00 79,425.00
Total 2,418,601.00( 426,000.00 0.00 371,050.00| 2,576,922.00( 5,792,573.00| 3,500,000.00

Note that the budget mentioned in this table is the total budget requested by the Beneficiary and associated Third Parties.
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* The following funding schemes are distinguished

Collaborative Project (if a distinction is made in the call please state which type of Collaborative project is referred to: (i) Small
of medium-scale focused research project, (ii) Large-scale integrating project, (iii) Project targeted to special groups such as
SMEs and other smaller actors), Network of Excellence, Coordination Action, Support Action.

1. Project number

The project number has been assighed by the Commission as the unique identifier for your project, and it cannot be changed.
The project number should appear on each page of the grant agreement preparation documents to prevent errors during
its handling.

2. Project acronym

Use the project acronym as indicated in the submitted proposal. It cannot be changed, unless agreed during the negotiations.
The same acronym should appear on each page of the grant agreement preparation documents to prevent errors during
its handling.

3. Project title

Use the title (preferably no longer than 200 characters) as indicated in the submitted proposal. Minor corrections are possible if
agreed during the preparation of the grant agreement.

4. Starting date

Unless a specific (fixed) starting date is duly justified and agreed upon during the preparation of the Grant Agreement, the
project will start on the first day of the month following the entry info force of the Grant Agreement (NB : entry into force =
signature by the Commission). Please note that if a fixed starting date is used, you will be required to provide a detailed
justification on a separate note.

5. Duration
Insert the duration of the project in full months.
6. Call (part) identifier

The Call (part) identifier is the reference number given in the call or part of the call you were addressing, as indicated in the
publication of the call in the Official Journal of the European Union. You have to use the identifier given by the Commission in
the letter inviting to prepare the grant agreement.

7. Activity code

Select the activity code from the drop-down menu.

8. Free keywords

Use the free keywords from your original proposal; changes and additions are possible.
9. Abstract

10. The month at which the participant joined the consortium, month 1 marking the start date of the project, and all
other start dates being relative to this start date.

11. The number allocated by the Consortium to the participant for this project.
12. Include the funding % for RTD/Innovation — either 50% or 75%

13. Indirect cost model
A: Actual Costs
S: Actual Costs Simplified Method
T: Transitional Flat rate
F :Flat Rate
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WT1

List of work packages

Project Number *

261525

Project Acronym ?

NEXPReS

LIST OF WORK PACKAGES (WP)

261525 NEXPReS - Workplan table - 2010-07-08 15:00 - Page 1 of 45

WP Tvpe of Lead Person- Start End
Number [ WP Title yF.> . beneficiary s | month | month
53 activity number % months 57 58
WP 1 Management MGT 1 48.00 1 36
WP 2 EVN-NREN COORD 12 6.00 1 36
WP 3 eVSAG COORD 8 6.00 1 36
WP 4 Communication COORD 1 21.60 1 36
WP 5 Cloud Correlation OTHER 1 120.00 1 36
WP 6 High Bandwidth on Demand OTHER 1 123.00 1 36
WP 7 Computing in a Shared Infrastructure RTD 1 117.00 1 36
Provisioning High-Bandwidth,
WP 8 High-Capacity Networked Storage on RTD 13 163.20 1 36
Demand
Total 604.80




WT2:

List of Deliverables

Project Number * 261525 Project Acronym ? NEXPReS
List of Deliverables - to be submitted for review to EC
Delive- Estimated : :
WP Dissemi- .

rable _ . Lead benefi- |indicative - , Delivery date

Number | Deliverable Title gsumber s re— Nature Er:satlon level |,

L months
Appoint

D1.1 Programme 1 1 1.00(0O PU 1
Manager

D12  |Appoint Project 1 1 1.00|0 PU 1
Assistant

D1.3 Form Board 1 1 1.00|0 PU 1

D14 | Create Project 1 1 1.00|0 PU 1
contact lists
Conclude

D1.5 Consortium 1 1 1.00| R PU 1
Agreement
Form

D1.6 Management 1 1 1.00|0 PU 1
Team
Convene

D1.7 Advisory Board 1 1 2.00|0 PU 3
Convene

D1.8 Management 1 1 1.00|0 PU 3
Team

D1.9 Period 1 Report 1 1 13.00 R PP 12
to EC

D1.10 | Feriod 2 Report 1 1 13.00 | R PP 24
to EC

D1.11 | Feriod 3 Report 1 1 13.00|R PP 36
to EC

p2.1 | EVN-NREN 2 12 1.00|0 PU 9
meeting 1

D2.2 EVN'.NREN 2 12 1.00]0 PU 22
meeting 2

D2.3 EVN'.NREN 2 12 1.00]0 PU 32
meeting 3
Presentation
on regions
of increasing

D2.4 interest to Radio 2 12 3.00(R PU 19
Astronomy and
Networking

D3.1 ?VSAG meeting 3 8 3.00|0 PU 16
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WT2:

List of Deliverables

Delive- Estimated ] ]
WP Dissemi- .

rable . . Lead benefi- | indicative 62 - Delivery date

Number | Deliverable Title ;umber SRy Te [ Nature gatlon level |,

cL months

D3.2 ;VSAG meeting 3 8 3.00|0 PU 32
Appoint

D4.1 Communications 4 1 1.00|0 PU 1
Manager

D4.2 Online 4 1 460|0 PU 1
Resources

D4.3 Meeting Support 4 1 6.00(0O PU 36

D4.4 Display 4 1 3.00/0 PU 3
Visual

Da.5 Guide/Elements 4 1 1.00 0 PU 6

Dag | FublishPrint 4 1 3.00|0 PU 9
Items

Da7 | PublishPrint 4 1 200|0 PU 23
ltems
Project “Fact

D4.8 Sheet” (1, JIVE) 4 1 1.00|R PU 1
Mixed e-VLBI/

D5.1 recorded-VLBI at 5 1 3.00|R PU 3
stations
Metrics,

D52  |Selection 5 1 4.00|0 PU 4
criteria and user
feedback
Definition of

D5.3 specifications 5 14 3.00|R PU 4
monitoring and
remote control

D54  |Automated job 5 1 8.00|R PU 9
scheduling
VDIF Mark5

D5.5 conversion 5 1 11.00|0O PU 15
software
Control systems
and scheduling
mechanisms

D5.6 for 4-Gbps 5 1 8.00|/0 PU 18
recording
equipment

D57 |Ynattended 5 1 11.00|R PU 19
correlation

D5.8 Monitoring, 5 14 21.00| 0 PU 22
remote control
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WT2:

List of Deliverables

rDa(ZI;Ze- WP Lead benefi ﬁiﬁl’lﬁtff Dissemi-

i i number i 62 nation level
Number Deliverable Title n ciary number | person- Nature n
61

months

Delivery date

64

and client
software
including the
authorization
and
authentication
layer

Control systems
and scheduling
D5.9 mechanisms 5 1 11.00]0 PU 23
for 4-Gbps at
correlator

Corner-turning

D5.10 platform

5 1 8.00|10 PU 24

FS-integrated
D5.11 remote control 5 14 2.00|10 PU 28
system

Automated
D5.12 delayed 5 1 12.00|0 PU 29
correlation

Real-time
correlation with
D5.13 simultaneous 5 1 6.00(0 PU 30
recording at the
correlator

Report on tests
with Wettzell
D5.14 & Effelsberg 5 14 2.00|R PU 36

stations

Streamlined
D5.15 | data reduction 5 1 10.00|0 PU 36
pipelines & user

access

Proof-of-concept
system for
reserving and
D6.1 provisioning 6 1 35.00|P PU 20
On-demand
networking
capacity

Operational use
of BoD on at
D6.2 least one e-VLBI 6 1 17.00 | R PU 36

connection

Configuration of

D6.3 10 Gbps BoD

6 1 16.00|R PU 24
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WT2:

List of Deliverables

Delive-
rable

Number
61

Deliverable Title

WP

number
58

Lead benefi-
ciary number

Estimated
indicative
person-
months

Nature *

Dissemi-

nation level
63

Delivery date

64

for the LOFAR
archive network

D6.4

BoD scheduling
interface for LTA

8.00

PU

30

D6.5

Demonstration
of BoD for an
operational LTA

4.00

PU

33

D6.6

Demonstration
of integrated
BoD testing and
validation

30.00

PU

30

D6.7

Demonstration
of international
BoD connectivity
at 4 Gbps

8.00

PU

18

D6.8

Demonstration
of international
BoD connectivity
at 10 Gbps

5.00

PU

30

D7.1

Workflow
Manager
requirements
from telescope
operators (OSO)

7.00

PU

D7.2

Workflow
Manager
requirements
from correlator
operators (JIVE)

7.00

PU

D7.3

Workflow
Manager
implementation
(PSNC)

11

18.00

PU

18

D7.4

Demo of
automated
correlation
(JIVE/OSO/
PSNC/VENT)

39.00

PU

24

D7.5

Real-time
middleware
components
(PSNC)

11

18.00

PU

24

D7.6

Demo of
real-time
correlation
(JIVE/OSO/
PSNC)

14.00

PU

34
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WT2:

List of Deliverables

Delive-
rable

Number
61

Deliverable Title

WP

number
58

Lead benefi-
ciary number

Estimated
indicative
person-
months

Nature *

Dissemi-

nation level
63

Delivery date

64

D7.7

Demo of global
correlation
(JIVE/OSO/
PSNC/CSIRO)

14.00

PU

36

D8.1

Interface design
document of
storage element
API (AALTO)

13

5.90

PU

D8.2

Hardware design
document for
simultaneous

I/0O storage
elements
(AALTO)

13

6.00

PU

D8.3

Design
document of
storage element
allocation
methods (INAF)

11.80

PU

10

D8.4

Design
document of
transparent
local/remote
application
programming
interface

for storage
elements (

13

15.30

PU

15

D8.5

Performance
and integration
test report of
simultaneous
I/O storage
elements (OSO)

20.00

PU

21

D8.6

Test report of
storage element
allocation
methods (INAF)

17.00

PU

22

D8.7

Test report of
transparent
local/remote
application
programming
interface

for storage
elements (UMAN

20.00

PU

22

D8.8

Design
document of

13.50

PU

26
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WT2:

List of Deliverables

rDa(ZI;Ze- L [y — ﬁitiicrl?fvef Dissemi-

i i number i 62 nation level
Number Deliverable Title 53U ciary number | person- Nature n
61

months

Delivery date

64

integration
system of
allocation
methods with
transparent
multi-Gbps
access (JIVE

Integration test
report of LTA

D8.9 and pipeline 8 2 21.30|R PU 32
integration
(ASTRON)

Demonstration
Ds.1o |lestsofthe 8 1 29.00|D PU 32
integrated

system (JIVE)

Final report

on Networked
D8.11 Storage on 8 13 3.30|R PU 35
Demand
(AALTO)

Total 604.70
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WT3:

Work package description

Project Number * 261525 Project Acronym ? NEXPReS
Work package number * | WP1 Type of activity >* MGT
Work package title Management

Start month 1

End month 36

Lead beneficiary number *° 1

WP1, Management of the Consortium, focuses on the management of the project at all levels. The primary
purpose of this activity is to ensure that the project as a whole is fulfilling its expectations and requirements

both internally and externally. The activity will be responsible for managing communications to and between the
Commission, the project's Consortium Board (hereafter the Board), and the activity leaders. It will monitor the
finances and the progress on deliverables. When necessary it will prepare changes to the overall project plan or
spending profile. Most importantly, period reports and associated deliverables will be coordinated and delivered
by the Project Office.

The design of the management activities is based on the experiences of the successful EXPReS project.
EXPReS, completed in autumn 2009, showed that the e-VLBI community is able to execute a large project
across multiple communities and geographical locations. Not only will NEXPReS benefit directly from the
lessons learned during EXPReS, but also the continuity of the management group itself will ensure the best
possible use of those experiences.

JIVE will host the NEXPReS Project Office. Huib Jan van Langevelde, Director of JIVE, will be the Project
Coordinator and act as the project's official representative to the European Commission. Van Langevelde, aided
by the NEXPReS Board, will provide high-level guidance to the project. The Project Coordinator will be assisted
by a Programme Manager and a Project Assistant (0.5 FTE). These two positions will also be located at the
Project Office. The Programme Manager will be responsible for the day-to-day management of the project.

The Management Team will consist of the Project Coordinator, the Programme Manager (representing all of the
networking activities), and the four leaders of the service and joint research activities. The Management Team
will be responsible for carrying out the project responsibilities as outlined in the contract and as issued by the
Project Coordinator and the Board.

Description of work and role of partners

WP1's activities will focus around the formation of the project and reporting the project's activities to the
Commission. To that end, work will cluster at the beginning of the project and at each of the period reviews. JIVE
is the only partner in WP1; all work will be conducted by the Project Office.

Task 1: Project Formation. Finalize contractual documents, distribute financial sheets, establish Board lists.

Task 2: Review 1. Collect data to create period report (text), Collect data to create period report (financial),
submit to Commission, in-person review.

Task 3: Review 2. Collect data to create period report (text), Collect data to create period report (financial),
submit to Commission, in-person review.

Task 4: Review 3. Collect data to create period report (text), Collect data to create period report (financial),
submit to Commission, in-person review.

Task 5: Board and Project Meetings (in conjunction with WP4). Identify location of meeting, begin logistic
process, announce meeting, form agenda, produce meeting summary.

261525 NEXPReS - Workplan table - 2010-07-08 15:00 - Page 8 of 45



WT3:

Work package description

Task 6: Ongoing communication within the project of management issues ‘

Person-Months per Participant

Participant number *° Participant short name ™ Person-months per participant
1| JIVE 48.00
Total 48.00

List of deliverables

e penefi- | mdicative Disserti-

Number | Deliverable Title ciary — Nature * nat|0r613 Delivery date *
61 number | months 157

D1.1 Appoint Programme Manager 1 1.00|0 PU 1
D1.2 Appoint Project Assistant 1 1.00|0 PU 1
D1.3 Form Board 1 1.00|0O PU 1
D1.4 Create Project contact lists 1 1.00|0 PU 1
D1.5 Conclude Consortium Agreement 1 1.00|R PU 1
D1.6 Form Management Team 1 1.00|0 PU 1
D1.7 Convene Advisory Board 1 2.00|0 PU 3
D1.8 Convene Management Team 1 1.00|0 PU 3
D1.9 Period 1 Report to EC 1 13.00(R PP 12
D1.10 Period 2 Report to EC 1 13.00 (R PP 24
D1.11 Period 3 Report to EC 1 13.00|R PP 36

Total 48.00

Description of deliverables

D1.1) Appoint Programme Manager: Appoint Programme Manager [month 1]

D1.2) Appoint Project Assistant: Appoint Project Assistant [month 1]

D1.3) Form Board: Form Board [month 1]

D1.4) Create Project contact lists: Create Project contact lists [month 1]

D1.5) Conclude Consortium Agreement: Conclude Consortium Agreement [month 1]
D1.6) Form Management Team: Form Management Team [month 1]

D1.7) Convene Advisory Board: Convene Advisory Board [month 3]

D1.8) Convene Management Team: Convene Management Team [month 3]

D1.9) Period 1 Report to EC: Period 1 Report to EC [month 12]

D1.10) Period 2 Report to EC: Period 2 Report to EC [month 24]

D1.11) Period 3 Report to EC: Period 3 Report to EC [month 36]

261525 NEXPReS - Workplan table - 2010-07-08 15:00 - Page 9 of 45



WT3:

Work package description

Schedule of relevant Milestones

Lead ;
: : Delivery
Milest 5
res on; Milestone name b_e e date from Comments
number clary A | &0
number nnex
MS101 Prepare Period 1 Report to EC 1 13
MS102 Prepare Period 2 Report to EC 1 25
MS103 Prepare Period 3 Report to EC 1 36
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WT3:

Work package description

Project Number * 261525 Project Acronym > | NEXPReS
Work package number * | WP2 Type of activity ** COORD
Work package title EVN-NREN

Start month 1

End month 36

Lead beneficiary number *° 12

NEXPReS deals with e-VLBI and e-LOFAR, and is therefore inherently a project that utilizes the shared network
infrastructure deployed between the project partners, across Europe and around the world. Furthermore,
NEXPReS participants represent an expanding class of users who push the network infrastructure to the limits

in terms of capacity and responsiveness. For this reason, it is important to support a dedicated forum in which
network providers and network users can meet to discuss current activities and future plans. We believe it is
natural for DANTE, the European backbone network provider, to lead this effort, because of its close ties with the
radio astronomical community and its involvement with many international network-intensive projects.

The EVN-NREN forum brings together experts from the radio astronomy community (beyond the EVN) and

the NRENs. Most of the NEXPReS telescopes are EVN members that have committed telescope time to the
common observing programme. Observations are scheduled in cooperation with the individual telescopes that
have commitments independent of the EVN. The business of the EVN is conducted through their Consortium
Board of Directors and includes such activities as overall policy and scheduling. For its future operations the
International LOFAR Telescope is implementing a similar structure and many of the telescope sites are involved
in LOFAR as well. NRENSs are the national research and education networks, a general term to describe network
providers, generally operating in a single country, whose focus is on providing network connectivity to academic
institutes as well as researching networking technology itself.

The EVN-NREN Forum will bring together experts from their respective communities to talk about NEXPReS
and the network. The EVN-NREN Forum will hold face-to-face meetings to encourage discussions, while a
mailing list will be used to support discussions outside of the meetings. As needed, the EVN-NREN Activity
Leader will facilitate discussions, identify potential problems to be presented to the Forum members and support
the submission of evolving objectives to other project activities or the Board as necessary.

In the forum recent developments that are relevant for the NEXPReS programme can be discussed. It can serve
as a platform for experts to evaluate the work in other activities, such as WP6 on Bandwidth on Demand. The
EVN-NREN Forum will also provide an opportunity to identify geographic regions that are of interest to radio
astronomy but remain under-connected in terms of network. This discussion will require both rationalization of
needs as well as coordinated future planning. In the near term regions of interest will include Sicily, Portugal,
Russia and Africa.

In order to encourage communication, the face-to-face EVN-NREN meetings will be co-located with other
meetings. Furthermore, an effort will be made to hold the meetings at both astronomy and networking events.

Setting up and using such communication channels may seem straightforward, but this is only because of the
momentum generated during previous projects. Over the past years astronomers and network representatives
have established a direct method of communicating, and it is critically important to keep it alive and functioning.

Description of work and role of partners

All members of NEXPReS will participate in WP2.

Task 1: EVN-NREN Meeting 1. Site selection, organization, programme development, advertisement, logistics,
summary report. Initial plan for first meeting is to be held early in first period to highlight current users and
technology developers of dynamic light paths.
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Work package description

Task 2: EVN-NREN Meeting 2: Meeting co-located with mid-term meeting, program, logistics, summary report.

Task 4: EVN-NREN Meeting 3. Site selection, organization, programme development, advertisement, logistics,
summary report. Initial plan is to hold final meeting close to the end of the project to assess progress in the field
and determine what additional work is required for e-VLBI to effectively use the networks both in the short and
long-term future.

Task 4: Produce a presentation on the status of networking in relation to Radio Astronomy locations of interest.
Focus on those who are quite close to operational participation and those who are significantly unprepared.

Person-Months per Participant

Participant number *° Participant short name ™ Person-months per participant

11 JIVE 3.00
12 | DANTE 3.00
Total 6.00

List of deliverables

e cend | e
9 - i 62 i . 64

Number | Deliverable Title ciary person- Nature Inatlolr613 Delivery date
61 number | months eve
D2.1 EVN-NREN meeting 1 12 1.00|0O PU 9
D2.2 EVN-NREN meeting 2 12 1.00|10O PU 22
D2.3 EVN-NREN meeting 3 12 1.00|O PU 32

Presentation on regions of increasing
D2.4 interest to Radio Astronomy and 12 3.00|R PU 19

Networking

Total 6.00

D2.1) EVN-NREN meeting 1: EVN-NREN meeting 1 [month 9]
D2.2) EVN-NREN meeting 2: EVN-NREN meeting 2 [month 22]
D2.3) EVN-NREN meeting 3: EVN-NREN meeting 3 [month 32]

D2.4) Presentation on regions of increasing interest to Radio Astronomy and Networking: Presentation on
regions of increasing interest to Radio Astronomy and Networking [month 19]

Schedule of relevant Milestones

Lead :
. : Delivery
Milest .
es on; Milestone name b.e i date from [ Comments
number clary A | 6
number nex
MS202 Select location for EVN-NREN meeting 2 12 19
MS203 Select location for EVN-NREN meeting 3 12 29
MS201 Select location for EVN-NREN meeting 1 12 6
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Work package description

Project Number * 261525 Project Acronym > | NEXPReS
Work package number * | WP3 Type of activity ** COORD
Work package title eVSAG

Start month 1

End month 36

Lead beneficiary number *° 8

The e-VLBI Science Advisory Group, eVSAG, coordinates the discussions linking the science and technology of
e-VLBI with possible operational and policy impacts. This will be done by encouraging communications through
existing channels and regular meetings. In the EVN all operational and policy changes are to be enforced by the
Consortium Board of Directors, taking advice from an operations group and a scientific programme committee.
By having member overlap with these groups the eVSAG will be able to prepare the policy and operational
changes that the new observational capabilities demand.

Recent and rapid improvements in technology have created gaps between the organizational processes of VLBI
and technical capabilities. For example, e-VLBI observations are currently scheduled weeks in advance for 24
hour periods while, in principle, the advances made would allow the telescopes to participate at any moment
via adaptive and flexible schedules. The eVSAG will continue discussions initiated during the EXPReS project,
addressing topics like the adaptive global scheduling of e-VLBI. Rreal-time VLBI operations also require a
different scheme for manning telescopes and correlator, which call for a discussion of the operational model;

it may be more optimal, also for the astronomers, to have more frequent observing runs rather than the long
dedicated sessions.

NEXPReS will bring some fairly significant operational changes to the EVN. One of the tasks of the eVSAG

will be to explain the activities of NEXPReS and its implications for the community at large. Some of these
discussions will also be relevant for e-LOFAR operations, also represented in the forum. It can be expected that
many of these topics will have implications for the operational model of the SKA.

Efforts will be made for eVSAG meetings to be held concurrently with larger meetings. Symbiotic meetings can
help to ensure a critical mass, which is important for establishing common ground. Discussions will continue over
mailing lists and via existing e-VLBI and VLBI community resources. As was the case in EXPReS, the eVSAG
will also organize an end-of-project science and technology meeting.

eVSAG will be led by Dr. Francisco Colomer of FG. Colomer is well suited for this activity based on his previous
experience in leading network connectivity efforts and hosting the end-of-project science and technology
meeting for EXPReS.

Description of work and role of partners

Task 1: Establish mailing list, announce work package.

Task 2: Meeting 1 prep: identify symbiotic meeting, coordinate participation, create program, summarize meeting
(in conjunction with WP4).

Task 3: End of Project Science/Technology meeting: site selection, organization, programme development,
advertisement, logistics, and summary report (in conjunction with WP4).
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Work package description

Person-Months per Participant

Participant number *° Participant short name ** Person-months per participant
1]JIVE 3.00
8| FG-IGN 3.00
Total 6.00

List of deliverables

e penefi | inccatie Disserni-

Number | Deliverable Title e e Nature ® natlor(:3 Delivery date

ot number [ months 5!

D3.1 eVSAG meeting 1 8 3.00(0 PU 16

D3.2 eVSAG meeting 2 8 3.00(0 PU 32
Total 6.00

Description of deliverables

D3.1) eVSAG meeting 1: eVSAG meeting 1 [month 16]
D3.2) eVSAG meeting 2: eVSAG meeting 2 [month 32]

Schedule of relevant Milestones

Lead ;
: Delivery
Milest -
res On; Milestone name b.e et date from | Comments
number clary A | 0
number Anex
MS301 Select location for eVSAG meeting 1 8 13
MS302 Select location for eVSAG meeting 2 8 29
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Work package description

Project Number * 261525 Project Acronym ? NEXPReS
Work package number ** | WP4 Type of activity >* COORD
Work package title Communication

Start month 1

End month 36

Lead beneficiary number *° 1

The Communication activity will act via the Outreach Officer based at JIVE to support the internal and external
communication needs of the project. These needs will include items such as dissemination of project results,
interaction with the scientific press, coordination with astronomy organizations and outreach to non-scientists.
The activity will provide materials to the other Work Packages to help streamline the effort required to host
meetings.

An important objective will be the creation of outreach materials. A website will be maintained and contain
sections for both public and private materials. It may host user-generated content and work in conjunction with
other web-based services in order to facilitate communication. A project display board will be created and made
available to all project members to provide a backdrop for public events. These items will be created in concert
with additional physical and electronic PR-materials to help advertise and showcase the project's activities.

This Communications activity is an absolutely essential component of the proposed programme. Without this
activity the return of the programme to the ICT community and the public at large will be minimal. With a specific
mission to provide an observational facility for astronomers, the EVN and JIVE lack resources to provide any
external communications beyond communication to the astronomy users. To this end, this activity will work with
other activities, specifically, WP2 (EVN-NREN) and WP3 (eVSAG), to ensure multi-disciplinary participation. This
activity will also work closely with the in-place radio-astronomy community (most commonly JIVE and EVN) to
ensure that outreach and dissemination can be leveraged.

The project will plan activities adequately resourced devoted to dissemination for specialised constituencies and
general public, in particular for awareness and educational purposes. The dissemination plan deliverable has to
consider adequate messages about the objectives of the project and its societal and economic impact. The tools
to be used should include web-based communication, press releases, brochures, booklets, multimedia material,
etc. The 'dissemination material' should be regularly updated to provide the latest version of the project status
and objectives. Electronic and/or paper versions of this 'dissemination material' will be made available to the
Project Officer beforehand for consultation and upon its final release.

The project will actively participate in the concertation activities and meetings related with the e-Infrastructures
area. The objective is to optimise synergies between projects by providing input and receiving feedback

from working groups addressing activities of common interest (e.g. from clusters and projects). Projects may
offer advice and guidance and receiving information relating to 7th Framework programme implementation,
standardisation, policy and regulatory, EU Member States initiatives or relevant international initiative.

All dissemination materials will acknowledge the EC’s role in sponsoring the project by explicit statements of the
Commission and the project number. Where appropriate to the material presented, the logos of the European
Union, the EC/e-Infrastructures, FP7 and related will be shown.

Description of work and role of partners

All work in WP4 will be organized by JIVE with the majority being executed by JIVE. In some cases, partners will
be asked to assist on specific tasks (e.g., localization) or LOC related activities.

Task 1: Prepare online resources for project: web page (DNS entry in the .eu domain), project wiki, email lists,
etc.
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Work package description

Task 2: Print Products and Materials: create logo, identify visual themes for first project brochure, select printer,
determine which partners will receive materials, proof and print. Execute this twice, once early in the project,
once during the second half of the project.

Task 3: Project display: design, share, proof and print the large display stand.
Task 4: Meeting communications: help advertise meetings (print and online efforts) as meetings are identified.

Task 5: General communication to public: opportunistically contact and spread the word of NEXPReS activities
via all available channels (e.g., project “Fact Sheet” for use by the EC, press releases)

Person-Months per Participant

Participant number *° Participant short name ** Person-months per participant
1| JIVE 21.60
Total 21.60

List of deliverables

able. poneti | ndioatve

Nurrser Deliverable Title Giary - Nature % natlor;3 Delivery date 64
ot number [ months level

D4.1 Appoint Communications Manager 1 1.00|0 PU 1
D4.2 Online Resources 1 460(0 PU 1
D4.3 Meeting Support 1 6.00/0 PU 36
D4.4 Display 1 3.00(0 PU 3
D4.5 Visual Guide/Elements 1 1.00|10O PU 6
D4.6 Publish Print Items 1 3.0010 PU 9
D4.7 Publish Print Items 1 2.00|0 PU 23
D4.8 Project “Fact Sheet” (1, JIVE) 1 1.00|R PU 1

Total 21.60

Description of deliverables

D4.1) Appoint Communications Manager: Appoint Communications Manager [month 1]

D4.2) Online Resources: Online Resources [month 1]

D4.3) Meeting Support: Meeting Support [month 36]

D4.4) Display: Display [month 3]

D4.5) Visual Guide/Elements: Visual Guide/Elements [month 6]

D4.6) Publish Print ltems: Publish Print ltems [month 9]

D4.7) Publish Print Items: Publish Print ltems [month 23]

D4.8) Project “Fact Sheet” (1, JIVE): Project “Fact Sheet” (1, JIVE) [month 1]
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Work package description

Schedule of relevant Milestones

Lead :
: : Delivery
Milest "
es on; Milestone name b_e Gt date from [ Comments
number clary A | 6
number nnex
MS401 Design Display 1 1
MS402 Design Visual Guide/Elements 1 3
MS403 Design Print Items 1 6
MS404 Design Print ltems 1 20
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Work package description

Project Number * 261525 Project Acronym ? NEXPReS
Work package number ** | WP5 Type of activity >* OTHER
Work package title Cloud Correlation

Start month 1

End month 36

Lead beneficiary number *° 1

Through the EC-funded EXPReS project e-VLBI with the EVN has evolved from a labour-intensive,
demonstration-type research effort into a world spanning production facility, connecting telescopes from widely
different arrays on all continents in real-time to the central correlator. With a reliability surpassing traditional
recorded VLBI, and in the last years, competitive sensitivity and resolution, the progress of e-VLBI has led to a
wealth of scientific papers. This was due not in the last place to the new and powerful rapid response capability
of the e-EVN.

Currently, ten to twelve 24-hour e-VLBI sessions are scheduled throughout the year, augmented with ad-hoc or
triggered Target-of-Opportunity observations, as the need dictates. This schedule has worked very well during
the past years, and, especially in the case of the core EVN stations, observing sessions have become routine
and perfectly reliable.

In spite of this, the full potential of e-VLBI still has to be achieved, with the bulk of VLBI observations still
conducted through the recording and shipping of magnetic media. A number of technological, logistical and
organizational obstacles prevent the full deployment of e-VLBI; the principal aim of this Service Activity will be to
remove these obstacles.

This Service Activity will deal with transforming the complete VLBI observational chain, from scheduling, setting
up and actual observing to buffering, streaming and real-time/delayed correlation. It aims to remove the current
strict distinction between disk-based and electronic VLBI, to create a system in which all observations benefit
from having a real-time component, while retaining the option to re-correlate the data at a later time with more
telescopes and/or different correlation parameters. This system should be completely transparent to the user,
and provide the flexibility to modify observational parameters on the fly based on the real-time results. In this
way the reliability, robustness and flexibility provide by e-VLBI will become available for VLBI as a whole, and
greatly enhance the scientific capability of the EVN.

4 Gbps recording/transmitting will be an essential component of WP5, in order to take advantage of the higher
observing bandwidths that will become available to the EVN within the next few years, and prepare the EVN for
the even higher operational data rates that will follow. This will involve combining the data from 4- and 1-Gbps
capable telescopes, both through recording and through the real-time correlation of selected sub-bands. Here
too, flexibility, in recording mode, playback and recording/transmitting modes, and the choice of correlator
platform will be essential to realize the scientific potential of the future EVN.

WP5 will coincide with an ongoing project, funded through a variety of EVN-internal and external sources, which
aims at developing a next-generation EVN correlator, capable of handling data streams from tens of stations

at tens of Gbps, per station. Consequently we expect a strong interaction between the development of a new
correlator control system and this activity.

In order to measure the success of this work package in a quantitative and qualitative manner, a set of
indicators will be defined by month 4, to be used as a metric throughout the project. These indicators will
address scalability, ease of use, openness, interoperability and robustness of the delivered services. Part of this
deliverable will explore commercial solutions and hardware selection criteria. It will also take into account user
feedback and its integration into the service during its deployment.
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Work package description

Description of work and role of partners

Task 1: Flexible buffering (JIVE, AALTO)

This task will implement the configuration and use of buffering at the stations and at the correlator.
Buffering at stations:

At the stations the function of buffering will be to safeguard against loss of data in case of network failures, and
to enable delayed transfer in the case of low connectivity. To start, for all Target of Opportunity and scheduled
e-VLBI observations, a mixed e-VLBI/recorded-VLBI mode will be provided, that will allow astronomers to
complement their e-VLBI runs at a later time by including stations with lower connectivity at the full bandwidth.
This can be done with existing hardware, but will need software modifications in various control systems.

The next step will be an expansion of recording capability, by means of the deployment of digital Base Band
Converters (dBBCs) and possibly 4-Gbps capable Mark5C systems. Here too, control systems and scheduling
mechanisms will have to be modified and developed. Towards the end of the project, storage at the stations will
be entirely taken over by high-speed simultaneous read/write buffering systems.

Buffering at correlator:

At the correlator data will be buffered in order to allow re-correlation at a later time with stations that have
insufficient connectivity to participate in real-time observations, or with different correlation parameters. As
real-time correlation with simultaneous recording at the correlator is only possible using Mark5B units (that

is, until the advent of a permanent high-capacity storage system, as investigated in WP8), we will seek an
EVN-wide agreement on the upgrade from Mark5A to B (or C) at all stations, before the end of the first year of
the project. This upgrade has been on hold for some time, but as the dBBCs are now actually in production, we
expect it to speed up considerably. Changes in scheduling and control software will be needed to implement
this mode of operation. Extra playback units will be needed to accommodate delayed playback, possibly into a
software correlator, and simultaneous real-time operations.

At a later stage, higher data rates will have to be accommodated from a limited number of stations (possibly
5 stations at 4 Gbps in year 2 of the project, up to 10 stations in year 3). These high data rates will have to be
recorded, while lower-bandwidth sub-bands will be split from the main data stream and correlated in real-time.

The correlation of the full data stream, on a software correlator or next-generation hardware correlator, will take
place as soon after the observations as possible; this means that the extra playback units mentioned previously
will have to be capable of handling 4 Gbps data streams. Modifications of the control code will be needed, as
well as extra scheduling tools, and an expansion of the routing facilities of the local network at JIVE. Towards the
end of the project, high-speed recording/playback buffers will be installed, which will make it possible to record at
4 Gbps (and higher) while simultaneously correlating the full 4 Gbps, possibly sped down to fit the capacity of the
correlator.

Task 2: Implementation of VDIF standard (JIVE)

VLBI knows a bewildering multitude of data acquisition systems and formats. Through the EXPReS project, large
advances were made in interfacing these systems in real-time. Eventually this led to the worldwide acceptance
of a common data format tailored for real-time operations, called the VLBI Data Interchange Format (VDIF).
Work is currently ongoing to define a common data transmission protocol, tentatively called the VLBI Transport
Protocol (VTP).

This task will deal with implementing these new standards in all EVN operations, so that the network will be
able to seamlessly cooperate with any other VLBI network. For the current EVN MarklV hardware correlator,
this means that conversion software will have to be installed on the Mark5 units feeding data into it. In order to
assure that the EVN stations produce VDIF data and thus become compatible with VDIF-enabled correlators,
translation software will have to be developed for the Mark5A and B currently in use. Once the EVN switches to
dBBCs this problem will cease to exist, as the dBBC is VDIF-compliant. As different hardware will be capable of
producing incompatible data (in spite of being able to decode the standardized data header, the hardware may
be unable to actually accept the data in that specific format) a corner-turning platform will be developed, either
standalone or integrated in the playback/recording hardware.

Task 3: Continuous quality monitoring & Station Remote Control (TUM, MPG, JIVE)
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Work package description

e-VLBI operations (as compared to traditional VLBI) have the big advantage that failures can be identified in
near real-time. However, the diagnostics that can be performed by the correlator centre are currently limited
to checks using the received station data (e.g. through fringe checks or log file monitoring). There is no direct
access to the field system control parameters (e.g. source coordinates etc.) at the moment.

In some cases, the correlator staff cannot directly address the causes of failure, and station personnel have

to be notified, which is not always possible. To deal in a more efficient way with such situations, we intend to
extend the capabilities of the field system remote control prototype developed within the EXPReS project to

allow monitoring and remote control of the station field systems (FS) for e-VLBI operations.

Station monitoring & remote control

An RPC-based client/server solution will be developed for station monitoring and remote control by the
correlator. As a first step, the remote control prototype will be turned into an operational system. This system
will then be integrated into the regular FS distribution. Client monitoring and remote control software for the
correlator will be developed, and finally a remote control server interface will be designed and implemented.

Further extensions will be made to the existing station-log file monitoring tools, and the feedback of these
data into correlator operations and into publicly accessible web pages. Fringe checks will be performed in an
automated, near-continuous manner, with appropriate feedback and warning mechanisms. Likewise, network
monitoring will become an integral part of e-VLBI operations. This last item will have considerable overlap with
the work done in WP 6.

Authentication & authorization

An authentication & authorization layer will be implemented that allow the stations to control access to their local
resources. The authorization scheme should:

- Grant rights to individuals and/or roles
- Grant rights for certain periods of time only (e.g. only for e-VLBI sessions)

- Configure access rights on a finely grained level (e.g. allow monitoring only, or allow/deny changing source
coordinates etc.)

Task 4: Automated network-dependent correlation (JIVE)

This task will concentrate on operational matters. When a job is started, the control system will have to be able
to determine what stations can support what data rate in real time, and schedule remote and local buffering,
observing modes and real-time correlation. This involves interfacing with monitoring tools and folding currently
independent scheduling tools into the main control code. As we move from occasional e-VLBI sessions to

all-e operations, evenly spread throughout the year, automated procedures will become more and more
important. This will progress through remote operations to fully unattended correlation, and will involve tuning
and optimizing current and future control systems, with reliable feedback mechanisms to alert operators in case
of emergencies. The large number of different observing modes enabled by NEXPReS will also necessitate

a system to automate delayed correlation, by scheduling and executing a correlation job the moment all data
has arrived, be it electronically or via disk packs. Finally, data reduction pipelines will have to be streamlined
and further automated in order to allow the end users to interactively make timely decisions on the need for
additional data from poorly connected outstations, the need to redo the correlation or possibly reschedule an
entire observation.

Person-Months per Participant

Participant number *° Participant short name ** Person-months per participant
1]JIVE 87.00
4 | MPG 9.00
13| AALTO 9.00
14| TUM 15.00
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Person-Months per Participant

Participant number *° Participant short name ** Person-months per participant

Total 120.00

List of deliverables

able ponei- | indicatve Disse
. 0 = 62 i . 64

Number | Deliverable Title ciary Coraon Nature ratngs Delivery date

6l number | months eve

D51 Mlx_ed e-VLBI/recorded-VLBI at 1 300|R PU 3
stations

D5.2 Metrics, selection criteria and user 1 400l0 PU 4
feedback

D5.3 Definition of specifications monitoring 14 300|R PU 4
and remote control

D5.4 Automated job scheduling 1 8.00|R PU 9

D5.5 VDIF Mark5 conversion software 1 11.00| O PU 15
Control systems and scheduling

D5.6 mechanisms for 4-Gbps recording 1 8.00|0 PU 18
equipment

D5.7 Unattended correlation 1 11.00|R PU 19

Monitoring, remote control and client
D5.8 software including the authorization 14 21.00|0 PU 22
and authentication layer

Control systems and scheduling

D5.9 mechanisms for 4-Gbps at correlator 1 11.0010 PU 23

D5.10 Corner-turning platform 1 8.00(0O PU 24

D5.11 FS-integrated remote control system 14 2.00|0 PU 28

D5.12 Automated delayed correlation 1 12.00(O PU 29
Real-time correlation with

D5.13 simultaneous recording at the 1 6.00(0O PU 30
correlator

D5.14 Report on test§ with Wettzell & 14 200|R PU 36
Effelsberg stations

D5.15 Streamlined data reduction pipelines 1 1000!0 PU 36
& user access

Total 120.00

Description of deliverables

D5.1) Mixed e-VLBI/recorded-VLBI at stations: Mixed e-VLBI/recorded-VLBI at stations [month 3]

D5.2) Metrics, selection criteria and user feedback: Metrics, selection criteria and user feedback [month 4]

D5.3) Definition of specifications monitoring and remote control: Definition of specifications monitoring and
remote control [month 4]
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D5.4) Automated job scheduling: Automated job scheduling [month 9]
D5.5) VDIF Mark5 conversion software: VDIF Mark5 conversion software [month 15]

D5.6) Control systems and scheduling mechanisms for 4-Gbps recording equipment: Control systems and
scheduling mechanisms for 4-Gbps recording equipment [month 18]

D5.7) Unattended correlation: Unattended correlation [month 19]

D5.8) Monitoring, remote control and client software including the authorization and authentication layer:
Monitoring, remote control and client software including the authorization and authentication layer [month 22]

D5.9) Control systems and scheduling mechanisms for 4-Gbps at correlator: Control systems and scheduling
mechanisms for 4-Gbps at correlator [month 23]

D5.10) Corner-turning platform: Corner-turning platform [month 24]
D5.11) FS-integrated remote control system: FS-integrated remote control system [month 28]
D5.12) Automated delayed correlation: Automated delayed correlation [month 29]

D5.13) Real-time correlation with simultaneous recording at the correlator: Real-time correlation with
simultaneous recording at the correlator [month 30]

D5.14) Report on tests with Wettzell & Effelsberg stations: Report on tests with Wettzell & Effelsberg stations
[month 36]

D5.15) Streamlined data reduction pipelines & user access: Streamlined data reduction pipelines & user access
[month 36]

Schedule of relevant Milestones

Lead ;
. : Delivery
Milest .
res on; Milestone name b_e et date from | Comments
number clary A | 60
number nnex
MS501 Definition of specifications monitoring and y 4
remote control
MS502 Automated job scheduling 1 9
MS503 Unattended correlation 1 19
MS504 Control systems and scheduling mechanisms y 23
for 4-Gbps at correlator
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Work package description

Project Number * 261525 Project Acronym ? NEXPReS
Work package number ** | WP6 Type of activity >* OTHER
Work package title High Bandwidth on Demand

Start month 1

End month 36

Lead beneficiary number *° 1

e-VLBI observations require very high bandwidths on stable, dedicated connections, both to deliver sufficient
throughput and quality and in order to not adversely affect other network users. But radio telescopes do not
observe in VLBI mode 24/7. The EVN telescopes for example only dedicate part of their time to VLBI, each
being an independent instrument with its own observation program. A particular source may not be visible at
the same time to all participating telescopes in a global observation. Moreover, the data generated by these
telescopes can be processed in several correlator facilities or nodes around the globe. As a consequence,
static, dedicated connections as are currently used for e-VLBI are not the most efficient way to make use of the
networking resources. A more dynamic way of allocating the necessary bandwidth between participants in an
observation could greatly enhance the flexibility and efficiency of e-VLBI. Within Europe some research networks
are currently sufficiently over-provisioned to support a few e-VLBI streams, but the combined traffic flow from
the participating telescopes into a correlator does exceed the available production bandwidth, and dedicated,
on-demand paths will become even more of a necessity with the higher output rates of the future.

New instruments such as LOFAR and Apertif, which are being developed in consortia led by ASTRON, will
generate Petabytes of data per year, to be stored in a Long Term Archive (LTA). The LTA is distributed over
several European data centres (LTA sites). Data transport will typically occur in bursts of 1 to 100 TB, and
there will be occasional data transfer between LTA sites. An average bandwidth of over 5 Gbps into the LTA is
required to allow continuous observation, in addition to recovering from backlogs. The LTA use pattern requires
periods of guaranteed high bandwidth interleaved with relatively long periods without data transfer on any given
connection. This network usage pattern can be planned in advance to a large extent. Astronomers will access
the data in the LTA in an ad hoc pattern, transferring data from LTA sites to computing centres or research
institutes for analysis. Network load from this will be more unpredictable. Both sending data to and processing
data from the LTAs will benefit from being able to use dynamically switched 10 GE (or better) connections.

Both e-VLBI and the new LOFAR and Apertif instruments are precursors to the SKA project. Learning how to
handle the enormous data flows generated by these new instruments in an efficient way will be of great benefit
and will help to maintain the European lead in this important area of astronomy.

Several NRENSs already provide dynamic allocation of circuits, based on either lightpaths or Ethernet VLANS
with QoS. SURFnet offers dynamic lightpaths using the DRAC technology, and Internet2 uses DCN. Typically
these systems allow users through a web service to request, or reserve in advance, a dedicated circuit.
SURFnet is executing the Gigaport3 project, which will greatly enhance the hybrid networking capabilities
available within the Netherlands, and is an indispensable partner in this proposal. The DRAC system is

being made available as open-source by NORTEL. Using DRAC, SURFnet will allow applications such as
e-VLBI to directly request network resources. The global nature of e-VLBI and the new generation telescope
archives require connections that cross borders and hence involve multiple NRENs or network administrations.
Several projects dealing with so-called cross-domain allocation of circuits exist. The GEANT2 research activity
“AutoBAHN” has developed infrastructure to allocate connections from NREN to NREN via the GEANT2
backbone. This work will be continued in GEANT3, and in partnership with the NRENs, Bandwidth-on-Demand
(BoD) will be offered as a service. Other efforts are also underway to interconnect different systems; within the
Open Grid Forum (OGF) work done by the GLIF collaboration, AutoBAHN, DCN and DRAC are being made to
inter-operate using internationally developed protocols. One of the tasks of this WP will be to take this emerging
technology, which still in many ways is experimental, one step further and fully integrate BoD in e-VLBI and
LTA operations. Our goal is to leverage these emerging protocols and standards and build e-VLBI as a client

261525 NEXPReS - Workplan table - 2010-07-08 15:00 - Page 23 of 45



WT3:

Work package description

application of these systems. We will need to design an architecture that is able to inter-operate with several of
these systems, as the installed base of these platforms amongst the enviosoned networking paths will dictate
which standards we need to be able to interface with. Other important criteria for selection of these systems and
overall design will be scalability (ability to handle the multi-Gb/s flows required for e-VLBI), robustness (both in
terms of availability, and possibly the ability to self-heal by configuring alternative routing) and openness. As
one of the first large-scale inter-domain BoD users, we will be in a unique position to compare the quality of
the different BoD systems and contrast it to our current static networking setup. This feedback will be used to
both improve the results of the NEXPReS network, and shared with our networking partners. It is furthermore
important to ensure that the complexity of setting up international BoD does not affect the reliability of e-VLBI,
and another task within this work package will be to develop automated testing and validation of the requested
paths.

To enable new science with the EVN, higher sensitivity is needed, which equates to higher bandwidths from

the telescopes to JIVE. Currently the bandwidth for e-VLBI is limited to 1024 Mbps due to the MkIV formatters

in use at the telescopes and the MkIV EVN correlator. The 1 Gbps lightpaths in use at this time are already a
bottleneck, and in several cases the connectivity from telescope to JIVE already exceeds 1 Gbps to support
operations at the highest throughput that is currently available. The new on-demand paths should initially support
at least 1024 Mbps operations. In the near future, we expect the data rate of the participating telescopes to
increase substantially when new digital back-ends (dBBCs) and recording equipment (Mark5C) are adopted. We
expect that several participating telescopes will be able to produce data at more than 4 Gbps during this project.
Projects that are aimed at the development of a next generation correlator will make it feasible to observe at data
rates of 10 Gbps and beyond, and will also provide the necessary correlator capacity to match.

Description of work and role of partners

Task 1: Integration of e-VLBI with Bandwidth-on-Demand (JIVE, SURFnet, NORDUnet, OSO, CSIRO)

A prerequisite for using BoD will be to perform the necessary network configuration changes to make BoD
available at the telescopes, JIVE, and possibly correlation nodes (c.f. WP7). SURFnet and NORDUnet will start
to provide the first on-demand paths to OSO, CSIRO (by way of AARnet) will be arranging the long-distance
paths both to and from the Australian telescopes and correlator facilities. JIVE, in close collaboration with
SURFnet, NORDUnet and the GN3 Project, will develop a user interface for BoD that interfaces with the various
BoD systems currently in use. It will be tailored towards use by astronomers and VLBI operators, enabling

them to reserve network resources at the same time as observation time at the telescopes is reserved. Such
reservations can be made months in advance, but also within hours of the observation when scientifically
interesting events warrant a target-of-opportunity VLBI observation.

Milestone 601 will announce the "Overall BoD system architechture" which describes the BoD application in
terms of requirements, functionality and evaluation criteria. This will include the selection of the underlying BoD
systems based on scalability, reach (participating NRENs and paths to radio telescopes), openness (public
specification and standard track), interoperation with other BoD systems and expected robustness. Milestone
602 will mark the evaluation of the e-VLBI and LTA application under development, based on the collected
quality metrics and user feedback.

Task 2: On-demand access for large archives (ASTRON, SURFnet)

The Long-Term-Archives are the logical outcome of a new breed of interferometric instruments that can image
large areas of the sky at once. The ability to re-examine the recorded data will allow a more efficient use,

and therefore increase the scientific output of these instruments. Access to and from the LTAs can be best
provided by high capacity (10 Gbps or more) on-demand paths. SURFnet and ASTRON will initially implement
this within the Netherlands. The BoD-scheduler software will need to have an interface to the astronomical
observation scheduler so that timely transferring of data to the archive is ensured, freeing storage capacity for
new observations. LTAs for these projects will be distributed throughout Europe, and will require international
on-demand connectivity as well. Collaboration with projects such as AutoBahn will be sought to make these
connections possible.

Task 3: Testing and validation of on-demand circuits (UMAN, JIVE)

Once a dynamic path has been requested, it needs to be tested automatically to ensure proper performance in
advance of the observation. Such a test involves setting up the path in question, running synthetic traffic through
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it that matches the real use as close as possible, and then releasing the networking resources again until the
scheduled observation. Testing the path at the moment of reservation will allow direct validation of the intended
path. Another automated test, a few days before the scheduled observation, will allow ample time for NRENs to
react in case new problems might have occurred. During the actual observation the system will monitor the data
streams to detect any irregularities. The software for testing the paths will be developed by UMAN, and together
with JIVE they will integrate this in the e-VLBI BoD control software.

Task 4: Multi Gbps on demand for e-VLBI (JIVE, SURFnet, NORDUnet, OSO)

JIVE, SURFnet, NORDUnet and possibly other NRENs will enhance the BoD system to support speeds of up to
4 Gbps, later 10 Gbps to keep up with the sensitivity increases at the EVN and other telescopes.

Person-Months per Participant

Participant number *° Participant short name ** Person-months per participant

1| JIVE 48.00

2| ASTRON 18.00

5] UMAN 21.00

6]0S0O 6.00

9 [ NORDUnet 15.00

10 | SURFnet 6.00

12 | DANTE 3.00

15| CSIRO 6.00

Total 123.00

List of deliverables

Delive- Lead Estimated

rable benefi indicative Dl

[ [ : 62 | nation : 64
Number | Deliverable Title ciary person- Nature s Delivery date
o1 number | months D

Proof-of-concept system for reserving
D6.1 and provisioning On-demand 1 35.00|P PU 20
networking capacity

Operational use of BoD on at least

Dé.2 one e-VLBI connection 1 17.00(R PU 36
Configuration of 10 Gbps BoD for the

D6.3 LOFAR archive network 1 16.001R PU 24

D6.4 BoD scheduling interface for LTA 1 8.00/R PU 30

D6.5 Demor_lstrahon of BoD for an 1 400D PU 33
operational LTA

Demonstration of integrated BoD

D6.6 testing and validation

1 30.00|D PU 30

D6.7 Demons_tr_atlon of international BoD 1 8.00!D PU 18
connectivity at 4 Gbps

D6.8 Demons_tr_anon of international BoD 1 500!D PU 30
connectivity at 10 Gbps
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List of deliverables

atle. e
i i . 62 1 q 64
Number | Deliverable Title ciary . Nature Inatlclng3 Delivery date
o number | months S
Total 123.00

Description of deliverables

D6.1) Proof-of-concept system for reserving and provisioning On-demand networking capacity: Proof-of-concept
system for reserving and provisioning On-demand networking capacity [month 20]

D6.2) Operational use of BoD on at least one e-VLBI connection: Operational use of BoD on at least one e-VLBI
connection [month 36]

D6.3) Configuration of 10 Gbps BoD for the LOFAR archive network: Configuration of 10 Gbps BoD for the
LOFAR archive network [month 24]

D6.4) BoD scheduling interface for LTA: BoD scheduling interface for LTA [month 30]
D6.5) Demonstration of BoD for an operational LTA: Demonstration of BoD for an operational LTA [month 33]

D6.6) Demonstration of integrated BoD testing and validation: Demonstration of integrated BoD testing and
validation [month 30]

D6.7) Demonstration of international BoD connectivity at 4 Gbps: Demonstration of international BoD
connectivity at 4 Gbps [month 18]

D6.8) Demonstration of international BoD connectivity at 10 Gbps: Demonstration of international BoD
connectivity at 10 Gbps [month 30]

Schedule of relevant Milestones

Lead ;
: : Delivery
Milest 5
es on; Milestone name b_e el date from Comments
number clary A | 60
number nnex
MS604 Proof-of-concpt for reserving BoD 1 20
MS605 10 Gbps BoD for LOFAR/LTA 1 24
MS606 Demonstration of integrated BoD testing 1 30
MS603 Demonstration of international 4 Gbps BoD 1 18
description of this
MS601 Overall BoD system architecture 1 4 milestone mlme_ W.'th.
Task 1 (space limitations
here)
description of this
MS602 Evaluate BoD application architecture 1 10 milestone |nI|ne_ W.'th .
Task 1 (space limitations
here)
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Project Number * 261525 Project Acronym ? NEXPReS
Work package number * | WP7 Type of activity ** RTD
Work package title Computing in a Shared Infrastructure

Start month 1

End month 36

Lead beneficiary number *° 1

In the past years, large international efforts have gone into the development of the Grid. While Grid-computing
clearly has great potential for batch-type processing, the real-time nature of e-VLBI has proven to be a real
obstacle for an effective use of this infrastructure. Moreover, the complexity involved in obtaining sufficient
resources across national and institutional boundaries, in combination with the lack of uniformity of these
resources, makes the whole process particularly unsuited for e-VLBI. In the EXPReS JRA called FABRIC, an
attempt has been made to distribute correlation over a Grid-like infrastructure. While the principle has been
successfully demonstrated, a truly operational system is still unfeasible, for an important part because of
restrictions imposed by the current Grid middleware.

While some (larger) telescopes within the EVN and the global VLBI network are heavily oversubscribed and
therefore not regularly available to do VLBI, some of the (smaller) telescopes have more operational room for
VLBI. This means that a subset of the telescopes could do VLBI on a regular basis to do surveys and astrometric
monitoring programmes of, for example, galactic maser sources, and observations of transient sources. Since
such a programme would involve only a small number of telescopes and would only need a moderate amount

of bandwidth, it is very suitable for software correlation. This development may be important for some Space
applications, which traditionally have used software correlators and may require extended long monitoring using
a small number of telescopes.

While telescope time may be available for such observations, staff support is in short supply. So it is important
to minimise the additional load on telescope operators. In order to achieve this, observations, data transport

and correlation will need to be automated as much as possible. Another scarce resource is the VLBI disk pool.
By correlating these observations in real-time we can make sure these observations don't put any additional
pressure on this resource. This will also further reduce the load on telescope personnel by avoiding the logistics
of disk shipment. A very high level of automation and an inherently distributed architecture may be attractive in
the long run for application to the SKA, as it may be desirable to move the processing to the place where energy
is cheap (and green).

In this research activity “Computing in a Shared Infrastructure”, the lessons learned in FABRIC will be put to use
in order to create an automated, distributed correlator using the global, shared infrastructure of the EVN and its

associated global partners. This will allow us to take advantage of the available telescope time to give scientists
the chance to do the kind of observations illustrated above.

In order to facilitate this, a real-time infrastructure that integrates network and computing resources is needed.
In this research activity we intend to develop some the necessary components of such an infrastructure. Many
disciplines could benefit from "stream processing”, where large data flows need to be analysed in real-time.
Therefore we intend to develop components that are fairly generic, to ensure that this complement to standard
Grid-computing will be applicable outside astronomy as well. We also intend to collaborate with the VLBI
community outside Europe and integrate another popular software correlator (DiFX) within this framework.

For this work package, we want to take advantage of clusters "near" the e-VLBI network (a new cluster at JIVE,
and existing clusters present at PSNC, OSO, VENT and Curtin University of Technology), as well as the network
infrastructure that was built up during the EXPReS project.

This work package will foster existing collaborations in this area with the University of Amsterdam in the
Netherlands and particularly Curtin University, Perth, Australia.
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Description of work and role of partners

Task 1: Transparent distributed correlation (JIVE/OSO/PSNC/VENT)

For this task we will enhance the software correlator and Workflow Manager (WfM) developed in FABRIC to
create a highly automated correlation facility for VLBI surveys and monitoring programmes, and leverage the
Workflow Manager to minimize the impact on telescope and correlator operators. Initially we will do this by
recording the data on disk packs and correlating the data directly from these disk packs without shipping them.

In order to achieve this we will:

- Formulate requirements for the workflow from both the telescope operators view and correlator operators view
(OSOMJIVE).

- Design and implement multi-user support in the Workflow Manager (PSNC). We are planning to use the
Workflow Manager as an interface and access point to the correlation platform. The WfM will allow different
users to manage and control a distributed correlation process.

- The software will be used by different actors at the same time, i.e. telescope or correlator operators. The WfM
will be equipped with an authorization mechanism.

- Separate views for different roles will be implemented in the Workflow Manager: for correlator operators and
telescope operators.

- All the requirements gathered by OSO and JIVE will get incorporated into the Workflow Manager

- Implement feedback mechanisms in software correlator (JIVE): In order to be able to diagnose problems in
an early stage some real-time feedback about the ongoing correlation will need to be provided. Minimally this
includes:

- fringe plots
- progress monitor
- Integrate DiFX correlator with Workflow Manager and VLBI broker (PSNC/CSIRO)

- Development of generic monitoring perspective in Workflow Manager (PSNC). The Workflow Manager as a tool
to manage the correlation platform and telescope operations during observations using the software correlation
platform should be equipped with means to check the current status of the platform and its subcomponents. The
Workflow Manager will be extended with the following functions:

- listing of all active and already executed VLBI experiments
- possibility to stop/delete VLBI experiments
- presentation of feedback from different correlation platform components

- notification mechanism to present events with the possible actions in case of failures. Implementation of
defined behaviour which will be undertaken by default in order to minimize the interaction with telescope /
correlator operators

- Deploy Workflow Manager and VLBI broker (JIVE/OSO/PSNC/VENT/CURT).

The Workflow Manager will be rolled out at the sites where telescope operators and correlator operators work.
The VLBI broker will be rolled out at the compute clusters at the partner institutes and integrated with the job
control systems installed at those clusters.

We will track the developments in WP6 (in particular task 3: “Continuous monitoring & Station Remote Control)
and tap into the feedback mechanism provided whenever it makes sense to do so.

Task 2: VLBI survey/monitoring test observations (OSO)

The goal of this task is to use the automated correlation facility developed in task 1 and demonstrate that it
can be used to achieve (some of the) science goals. When the results from task 3 become available, we will
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correlate the data in real-time. The telescope network operations envision a 'background project' of source
astrometry/monitoring with 'interrupts' for observation of transients.

Tools for semi-automatic generation of telescope schedules for the background observations (given source
lists, required monitoring intervals, Doppler shift spectral coverage and resolution, etc) are required and will be
developed.

A mechanism is required at telescopes for executing scheduling interrupts based on detected transients and
returning to the background schedule upon completion. An intelligent system for receiving automatic alerts on
transients is required i.e. from satellite data or LOFAR, deciding whether e-VLBI observations are worthwhile
(based on pre-set user supplied criteria), automatically generating the detailed telescope schedule, distributing to
telescope and executing.

Communication of background and interrupt schedule to the software correlator so that source positions and
correlation parameters (spectral coverage and resolution, data integration time, polarisation properties) can vary
continuously as required for astronomical goals

To demonstrate the ICT tools developed we propose to run two five day long test observations using three or
four antennas observing either in the 18cm wavelength band (observing OH masers) or 5cm (to allow observing
methanol masers). These test observations will exercise all the required astronomical modes. The background
project would take spectral line monitoring and spectral line astrometry observations of a large group of sources
and also do continuum monitoring observations on a group of intra-day variable source. In addition, interrupt
observations automatically generated from alerts from LOFAR or from elsewhere could be undertaken.

Task 3: Real-time stream processing on a shared computing infrastructure (PSNC/JIVE/VENT)

Correlation of radio astronomy signals is different from many other HPC challenges, in that the number of
operations per byte of input data is extremely low. This means for good real-time performance minimizing /O is
extremely important. The traditional Grid approach where data is transferred to a storage element (SE), which is
then transferred to local storage on the cluster when the job is actually run, causes a lot of overhead and slows
down correlation. On top of that, existing tools to transfer data to an SE expect the data to be on disk in the first
place.

Our goal is to eliminate this overhead by streaming data directly into the correlator, either from a
high-performance disk buffer (see WP8) or in real-time, directly from the data acquisition system at the
telescopes. To achieve this goal we will:

- Develop the capability to start real-time jobs on shared computing infrastructure (PSNC/VENT). The results
from FABRIC have shown us that traditional approach of submitting jobs in the Grid environment is not well
suited for correlating VLBI data. The nature of the VLBI, where data is streamed continuously, forces us to
submit multiple jobs within a short period of time. This has a significant impact on the overall performance of the
computational resources. All effort within this task will be put to design and deploy a generic solution, which will
allow us to reduce the overheads and which later could be reused within different clusters to effectively correlate
radio astronomical signals.

- Develop the capability to set up high-bandwidth network connections between data sources (disk buffers and
telescopes) and shared computing infrastructure (PSNC). Successful real-time correlation also requires high
bandwidth network connections between data sources and computing resources. Since cluster computational
resources can be assigned dynamically for every VLBI experiment, a set of tools integrated with the correlation
platform are required which will allow us to set up network connections for data transfer on demand. The work
within this task will focus to provide this functionality for the entire distributed correlation platform.

- Implement real-time correlation capability in a software correlator (JIVE). Some adjustments to the software
correlator will be needed to be make true real-time correlation possible:

- Time in the correlator management layer will have to be tied to wall-clock time.

- Additional buffering will be required to deal with different round trip times to the telescopes and network jitter.
We will make those adjustments and test the functionality, first locally with data generators, and later with actual
telescope data.
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- Deploy middleware and updated software correlator (PSNC/JIVE). The implemented correlation platform and
its components will be integrated with the updated version of the software correlator. All the components will be
installed within a prepared distributed correlation infrastructure.

For the bandwidth-on-demand aspects we will build on the services provided by WP6 through a close
collaboration.

Task 4: Distributed correlation (OSO/JIVE)

In VLBI, the observed spectrum is split up in multiple smaller bands. In principle, these different parts of the
frequency spectrum can be trivially processed in a parallel fashion. However the traditional VLBI data formats
have been optimized for storage. Data streams corresponding to different parts of the frequency spectrum were
multiplexed into a single data stream, which was then recorded on tape or disk. In order to do a truly distributed
correlation, the data has to be de-multiplexed, which is computationally expensive. However, a new standard
data format has been agreed upon by the VLBI community that is optimized for network transport and no longer
requires multiplexing the data into a single data stream.

Our goal is to leverage this new data format to distribute the correlation over multiple sites in a real-time fashion.
In order to achieve this goal we will:

- Implement reading of streamed VDIF/VTP data in the software correlator(s) (JIVE).

The software correlator does not yet understand the new VDIF data format and has its own “proprietary”
transport protocol.

- Develop control interfaces for streaming VDIF data for legacy data acquisition systems and/or new
VDIF-capable data acquisition systems (OSO). For control of the data transmission, the data acquisition systems
need informing, more than is done at present, about the format of the data multiplexing, and where each channel
should be transmitted to. This will involve:

- Updating the current correlation control system to be aware of VDIF

- Implementation of extra control commands to cater for the transmission of multiplex- format information and
channel to correlator mappings.

- Develop software to glue back together the distributed correlation output in a form suitable for the standard
off-line post-processing pipeline(s) (JIVE). We will extend the software that converts correlator output into
MeasurementSet format such that it can handle several correlator output files each containing part of the
spectrum and convert them into a single MeasurementSet.

- Deploy the developed software at telescopes and compute clusters (OSO/JIVE)
Task 5: Global correlation (JIVE/CSIRO)

Curtin University of Technology, as an international collaborator of the EVN and JIVE, will offer an opportunity to
test an extension of a local European distributed correlation facility to global scale, addressing aspects of routine
global long-haul data transfer that will arise as part of projects such as the Square Kilometre Array. Through our
collaboration, the Australian partners will offer access to a computing cluster and the DiFX software correlator,
running on that cluster, to undertake e-VLBI observations that use European or Australian radio telescopes, or
possibly a combination of European and Australian telescopes. Thus, the Australian facility will be combined into
a distributed and international correlation facility that offers both the SFXC and DiFX software correlators and
could assist in providing continuous global coverage of astronomical events that require real-time monitoring and
observation feedback, due to the geographical distribution of radio telescope and correlator assets in Europe
and Australia.

- Undertake long haul connectivity tests between telescopes in Australia, New Zealand and Europe, in order to
determine feasible data rates that could be supported in real-time correlation;

- Work with Australian, New Zealand and European NRENS to optimise connectivity to support this work;

- Undertake a global distributed correlation test observation, using telescopes in Australia, New Zealand and
Europe in order to continuously monitor a strong radio source;
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- Attempt a global distributed correlation for science targets that require rapid response and extended
monitoring, such as X-ray binaries, using telescope and correlator assets that are available at short notice.

Meetings

We will plan a face-to-face kick-off meeting as soon as possible after the start of the project. We also plan to
have face-to-face developer meetings around the deployment/integration phases of the project. The travel
budget includes funds to support travel of partners outside NEXPReS, in particular from Australia.

Person-Months per Participant

Participant number *° Participant short name ™ Person-months per participant
1| JIVE 42.00
6| 0SO 24.00
71 VENT 15.00
11| PSNC 36.00
Total 117.00

List of deliverables

e coad |t
q . i 62 i . 64

Number | Deliverable Title ciary — Nature :‘latlcl)r;3 Delivery date

61 number | months eve

D71 Workflow Manager requirements from 6 700lR PU 4
telescope operators (OSO)

D7.2 Workflow Manager requirements from 1 700lR PU 4
correlator operators (JIVE)
Workflow Manager implementation

D7.3 (PSNC) 11 18.00( O PU 18
Demo of automated correlation

D7.4 | JIVE/OSO/PSNC/VENT) 1 39.001D PU 24
Real-time middleware components

D7.5 (PSNC) 11 18.00( O PU 24
Demo of real-time correlation

D7.6 (JIVE/OSO/PSNC) 1 14.00|D PU 34
Demo of global correlation

D7.7 | (JIVE/OSO/PSNC/CSIRO) 1 14.001D PU 36

Total 117.00

Description of deliverables

D7.1) Workflow Manager requirements from telescope operators (OSO): Workflow Manager requirements from
telescope operators (OSO) [month 4]

D7.2) Workflow Manager requirements from correlator operators (JIVE): Workflow Manager requirements from
correlator operators (JIVE) [month 4]

D7.3) Workflow Manager implementation (PSNC): Workflow Manager implementation (PSNC) [month 18]
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D7.4) Demo of automated correlation (JIVE/OSO/PSNC/VENT): Demo of automated correlation
(JIVE/OSO/PSNC/VENT) [month 24]

D7.5) Real-time middleware components (PSNC): Real-time middleware components (PSNC) [month 24]

D7.6) Demo of real-time correlation (JIVE/OSO/PSNC): Demo of real-time correlation (JIVE/OSO/PSNC) [month
34]

D7.7) Demo of global correlation (JIVE/OSO/PSNC/CSIRO): Demo of global correlation
(JIVE/OSO/PSNC/CSIRO) [month 36]

Schedule of relevant Milestones

Lead ;
. : Delivery
Milest .
res on; Milestone name b_e el date from | Comments
number clary Annex | 60
number ex
MS709 Face-to-_facg meetm_g to stqﬂ y 28
preparation/integration for final demo
MS701 Workflow Requirements 1 4
MS703 Workflow Manager 1 18
MS705 Real-time Middleware Components 1 24
MS704 Ident|f¥ telescope§ and compute _clusters for y 21
upcoming correlation demonstrations
Identify elements that are mature enough for
MS707 integration into WFM 1 12
Face-to-face meeting to start
MS708 preparation/integration for first demo of 1 15
automated integration
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Project Number * 261525 Project Acronym ? NEXPReS

Work package number * | WP8 Type of activity ** RTD

Work package title Provisioning High-Bandwidth, High-Capacity Networked Storage on Demand
Start month 1

End month 36

Lead beneficiary number *° 13

This JRA has two distinct aims with a common storage component. On one hand it will explore ways to
implement on-demand networked storage that can match the multi-Gbps bandwidth and Petabyte-class capacity
requirements of VLBI in a distributed manner. On the other hand, it will address the use of such high-capacity
storage systems for the data archives of the future.

Among scientific instruments, VLBI is unique in the sense that any single observation necessarily generates
globally distributed data sets at multi-Gbps rates, resulting in petabytes of data to be processed at the correlation
stage. Correlation, by its nature, has to have the data of all observing stations of a given observation time
available for comparison. The existing correlation infrastructure can provide real-time processing of data up to 1
Gbps from a set of fully connected stations, or batch processing of data sets from any set of stations, physically
shipped on magnetic media, but nothing in between these two. This situation can be amended in this JRA by
applying best-effort transfer tactics and graceful fallback to near real-time data transfers. The goal is to equip
e-VLBI with the required intermediate solution to instantly increase the quality of the existing e-VLBI services,
decrease the turn-around time for scientific results, add previously lacking data re-processing capability, and
increase overall e-VLBI service availability and robustness. To maximally utilize network capacity and transfer
VLBI data as soon as possible after or already during an observation for processing (near real-time VLBI) and
to minimize the amount of physical media shipments and the impact of network problems, flexible storage space
needs to be allocated, at observing stations, at correlators, and/or at well-connected network nodes.

Several emerging new instruments such as the SKA Pathfinders LOFAR and Apertif (and e-VLBI), but eventually
also the future SKA telescope itself, will need data storage facilities that differ radically from the traditional
centralized data archive systems currently in use. With datasets measuring terabytes and total required
capacities of Petabytes, archives will need to be distributed over data centres located in different countries at
different institutes. These institutes in turn may use different storage systems, and as an additional complication,
the datasets themselves will not be final data products, but are expected to be re-processed several times as
calibration or analysis algorithms are improved over time. In order to effectively use such a distributed storage
system, with the additional requirement that data can be processed at the scientist's home institutes if needed,
this work package will utilize high-speed storage facilities to provide points of presence of the archive, distributed
over the network. These points of presence will provide low latency access points to the archive from where to
process data sets.

Storage located at VLBI stations is required whenever data is acquired at a rate greater than the available
real-time bandwidth of the network connection of a given station. Technological advances in VLBI data
acquisition, the migration to software-defined digital radio (digital BBCs) and 10 Gbps Ethernet technology

(10 GE) have made 4 Gbps rates possible and are pushing towards 8 Gbps—these enable high-sensitivity
observations but at the same time are often difficult to sustain in networks in real-time. Local 4-8 Gbps storage
ensures that all stations making a given scheduled simultaneous observation can store all the associated

data and subsequently make use of the full capacity of their available networks to transfer the observation as
quickly as possible for correlation. In many cases this requires simultaneous input/output in the data storage
units (save one observation, send others to correlation), and several alternative schemes to support concurrent
high-bandwidth I/O will be investigated in Task 1 of this WP.

Storage located at the correlators makes it possible to wait for the data of stations with restricted network
bandwidths or even stations using physical shipments. It also enhances real-time e-VLBI by making it possible
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to save real-time data received for possible re-correlations, which can be used to optimize the correlation

result. This storage needs to be partitioned and managed in a way where new write and read streams can be
established concurrently, based on bandwidth and data amount. These management methods will be developed
in Task 2 and they can naturally be applied to the smaller-scale station-located storage as well.

Since both station-located and correlator-located storage systems may become congested, in either network
bandwidth or storage capacity, it can be worthwhile to explore the ways in which well-networked generic storage
can be used as intermediate storage for VLBI data when it is travelling from the VLBI stations towards the
correlators. This would have to extend the methods of Task 2 to handle multiple architectures and organisational
units.

Description of work and role of partners

Task 1: Transparent multi-Gbps access to both local and remote storage elements (AALTO, JIVE, ASTRON)

Evaluate the requirements set by WP5 Task 1, which requests methods for remote configuration of the storage
and the buffering at the stations and at the correlators. Devise a common and secure application programming
interface that allows remote access to the data on the storage element, and also allows remote control of the
storage element behaviour. In particular, behaviours such as the following will have to be investigated and
considered in the interface design:

- receive and forward data streaming with remotely adjustable time delay and data rate

- receive streams and perform pure short-term buffered streaming with a small memory footprint
- receive streams and perform disk-buffered streaming and/or medium-term data storage

- Long Term Archiving (LTA) of input streams, support for Task 6

- output streams from the LTA and/or the high-capacity medium-term data storage

- output streams may be multi-homed for shared infrastructure computing (WP7).

The API will consist of two components,

- a slow-speed secure Remote Control API, and

- a high-speed Data Streaming API.

Suitable existing protocols will be evaluated for each APl component. There further exists a high potential for
synergy between all service and research activities of NEXPReS, especially with WP7, shared infrastructure
computing. All activities can make use of a different facet of the capabilities offered by storage on demand. WP5
emphasizes the local/remote aspect, WP6 the high-speed continuous streaming aspect, while WP7 will exploit
the on-demand and dynamic allocation capabilities of WP8. Synergies with WP7 will be taken into account in the
API design. Peer-to-peer autonomous operation and decentralized control of storage nodes may subsequently
be investigated.

The storage element has to be able to accept data formats most common in VLBI. Current high-speed
streaming protocols such as VDIF-based VTP, Tsunami and UDT should be supported by the APIl. Emerging
10GE-connected data acquisition and data processing hardware (Italian dBBC FILA10G, US DBE2, UniBoard)
use their own network IP encapsulation. Co-operation with these parties will be necessary and AALTO will
provide VDIF assistance to these parties.

The API should allow easy addition of other existing data acquisition systems and software as well as upcoming
10GE-based data acquisition systems, so that these are recognized and supported by the storage system. In
addition, the design of the Remote Control API has to be suitable for control from existing correlation processes
(JIVE) as well as future software correlators and shared infrastructure computing.

Task 2: Multi-Gbps storage elements with simultaneous input and output streaming (AALTO)

This task explores the various methods to realize 1 Gbps and 4 Gbps storage subsystems (“storage elements”),
which can support simultaneous input and output to provide the back-end for Task 1. Techniques such as
using multiple RAID configurations, multiple nodes, and non-mechanical disks (SSDs) will be compared for
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performance and cost. Main focus is on cost-effective, high-density stationary storage, though the option of
physical shipments will be taken into account in comparisons. Optimal combinations and configurations will be
identified and recommended to stations for use in the following Tasks. A small number of hardware components
may be evaluated. The output of the technical study will be used in Task 4 to build larger scale demonstration
systems.

Task 3: Bandwidth, capacity, and concurrency-aware allocation methods of storage elements (INAF, AALTO)

Builds a model for a heterogeneous network with stations, storage elements and correlators. Includes properties
of the elements and network paths in the model. Develops a strategy and an algorithm for allocating and
de-allocating identified storage elements across the network, based on their properties (bandwidth, service
availability like BoD or QoS, storage capacity, concurrency tolerance) and the desired access pattern (time,
duration, bandwidth, direction, amount of data, expected lifetime). The properties (except for bandwidth of the
storage elements developed in this WP) are extracted from existing estimates from past EVN e-VLBI sessions
and from information gathered in WP6 in its network testing and validation tasks. Simulates the best algorithms
using the model, applying the actual metrics of a sample real-world VLBI session as input.

Assesses the practical feasibility and expected theoretical performance of the algorithms and developed
strategies. The model and algorithms evolved during analysis and simulation are provided as a guideline
implementation for the next implementation Tasks.

Task 4: Prototype implementation for multi-Gbps access to both local and remote storage elements (AALTO,
0SO0, UMAN, JIVE, PSNC)

Implements the remote control and data streaming application programming interfaces devised under Task
1 and adds support for at least one high-speed data streaming protocol. The implementation of the interface
encompasses functionalities of both the controlled storage nodes and the controlling servers.

Implement the underlying API code for the controlled storage nodes. Also implement remote control code for
the controller nodes that steer local and remote storage nodes. Using a controller node that resides at only
one correlator site (JIVE), run remote control tests against a local storage node. These tests on the prototype
software implementation are performed outside of the production correlator pipeline.

Assembles several prototype storage element hardware platforms using the components recommended under
Task 2. For the most common subset of currently available data acquisition systems, implements behaviours
from Task 1 in the APl and ensures storage node hardware meets the demands (DAQ connectivity, bandwidth,
capacity). Evaluates the performance of the hardware platform and API locally at those stations participating in
this Task, which opt to build storage node platforms (OSO, AALTO, JIVE).

Assesses functionality of concurrent streaming, stream recording, and remote control. Perform international
testing with several stations over real-life networks. Testing is lead and supervised by UMAN.

Task 5: Integration of storage element allocation methods with transparent multi-Gbps access (JIVE, ASTRON,
AALTO, INAF)

Takes the results of Task 2 and Task 3 to sequence the access patterns of VLBI systems and Long Term
Archives on the network of storage elements according to the allocation algorithms (AALTO). Takes the result

of Task 4 local testing at JIVE and studies approaches for integrating the remote control software into the
production correlator pipeline (JIVE) and LOFAR/Apertif data processing (ASTRON). Tests data stream feed into
Mark5 playback units and the correlator (JIVE). Finally integrates the remote control functionality, access pattern
sequencing and allocation algorithms into the pipeline.

Task 6: Integration of storage elements of Task 1 into Long Term Archive front-end and the investigated online
data stream processing pipeline (ASTRON)

Building on the interface design of task 1 and the prototype implementation of task 4, create a connection
between LTA storage facilities and storage elements as local points of presence for data retrieval. Create an
interface from the local point of presence to local processing facilities and adapt a processing pipeline to interact
with the point of presence.
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Person-Months per Participant

Participant number *° Participant short name ** Person-months per participant

1]JIVE 24.00

2| ASTRON 28.80

3| INAF 30.00

5] UMAN 10.80

6| 0SSO 10.80

11| PSNC 12.00

13| AALTO 46.80

Total 163.20

List of deliverables

i pend, |
q . i 62 i . 64
Number | Deliverable Title ciary — Nature :‘latlcl)r;3 Delivery date
61 number | months eve
Interface design document of storage
D8.1 element API (AALTO) 13 5.90(R PU 6
Hardware design document for
D8.2 simultaneous 1/O storage elements 13 6.00| R PU 8
(AALTO)
Design document of storage element
D8.3 allocation methods (INAF) 3 11.80(R PU 10
Design document of transparent
D8.4 local/remote application programming 13 15.30|R PU 15
interface for storage elements (
Performance and integration test
D8.5 report of simultaneous 1/O storage 6 20.00|R PU 21
elements (OSO)
Test report of storage element
D8.6 allocation methods (INAF) 3 17.001R PU 22
Test report of transparent
D8.7 local/remote application programming 5 20.00|R PU 22
interface for storage elements (UMAN
Design document of integration
D8.8 system of allocation methods with 1 13.50 |R PU 26
transparent multi-Gbps access (JIVE
Integration test report of LTA and
D8.9 pipeline integration (ASTRON) 2 21.30|R PU 32
D8.10 Demonstration tests of the integrated 1 29.00| D PU 32
system (JIVE)
Final report on Networked Storage on
D8.11 Demand (AALTO) 13 3.30|R PU 35
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List of deliverables

atle. e
i i . 62 1 q 64
Number | Deliverable Title ciary . Nature Inatlclng3 Delivery date
o number | months S
Total 163.10

Description of deliverables

D8.1) Interface design document of storage element APl (AALTO): Interface design document of storage
element API (AALTO). NOTE: person months for this entry arbitrarily lowered from to 5.9 to deal with errors in
the NEF system. Thi project still expects 6 person months. [month 6]

D8.2) Hardware design document for simultaneous I/O storage elements (AALTO): Hardware design document
for simultaneous 1/O storage elements (AALTO) [month 8]

D8.3) Design document of storage element allocation methods (INAF): Design document of storage element
allocation methods (INAF) [month 10]

D8.4) Design document of transparent local/remote application programming interface for storage elements (:
Design document of transparent local/remote application programming interface for storage elements (AALTO)
[month 15]

D8.5) Performance and integration test report of simultaneous 1/O storage elements (OSO): Performance and
integration test report of simultaneous 1/O storage elements (OSO) [month 21]

D8.6) Test report of storage element allocation methods (INAF): Test report of storage element allocation
methods (INAF) [month 22]

D8.7) Test report of transparent local/remote application programming interface for storage elements (UMAN:
Test report of transparent local/remote application programming interface for storage elements (UMAN) [month
22]

D8.8) Design document of integration system of allocation methods with transparent multi-Gbps access (JIVE:
Design document of integration system of allocation methods with transparent multi-Gbps access (JIVE) [month
26]

D8.9) Integration test report of LTA and pipeline integration (ASTRON): Integration test report of LTA and
pipeline integration (ASTRON) [month 32]

D8.10) Demonstration tests of the integrated system (JIVE): Demonstration tests of the integrated system (JIVE)
[month 32]

D8.11) Final report on Networked Storage on Demand (AALTO): Final report on Networked Storage on Demand
(AALTO) [month 35]

Schedule of relevant Milestones

Lead .
. Delivery
Milestone i-
ss | Milestone name b.e el date from | Comments
number clary A | &0
number nnex
MS801 Hardware decision for subsequent 13 8

prototyping and integration tests (AALTO)

Review of prototype test results, decision of
MS802 the architecture and scope of subsequent 1 15
integration t
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Project Number * 261525 Project Acronym > | NEXPReS
List and Schedule of Milestones

Milestone | . 5 | Lead benefi- Delivery date

number % Milestone name WP number ciary number | from Annex | © Comments
Prepare Period 1

MS101 Report to EC WP1 1 13
Face-to-face meeting

MS709 f[o start _prepara_tlon/ WP7 1 28
integration for final
demo
Prepare Period 2

MS102 Report to EC WP1 1 25
Prepare Period 3

MS103 Report to EC WP1 1 36
Select location for

MS202 EVN-NREN meeting | WP2 12 19
2
Select location for

MS203 EVN-NREN meeting | WP2 12 29

3

Select location for
MS301 eVSAG meeting 1 WP3 8 13

Select location for

MS302 eVSAG meeting 2 wP3 8 29

MS401 Design Display WP4 1 1
Design Visual

MS402 | Guide/Elements | VP4 1 3

MS403 Design Print ltems WP4 1 6
Definition of

Mss01 | Specifications WP5 1 4
monitoring and
remote control

Mss02  |Automated job WP5 1 9
scheduling

Mss03 | Unattended WP5 1 19
correlation
Control systems

Mss04 | 2nd scheduling WP5 1 23
mechanisms for
4-Gbps at correlator

MS404 Design Print ltems WP4 1 20

MS604 Proof—gf—concpt for WP6 1 20
reserving BoD

MS605 10 Gbps BoD for WP6 1 o4

LOFAR/LTA
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Milestone Lead benefi- Delivery date

Milestone name WP number >3 ) Comments
number % ciary number | from Annex |

Demonstration of

MS606 integrated BoD WP6 1 30
testing
Demonstration of

MS603 international 4 Gbps | WP6 1 18
BoD

description of this
WP6 1 4 [ milestone inline with Task
1 (space limitations here)

Overall BoD system

MS601 architecture

Evaluate BoD description of this
MS602 application WP6 1 10 | milestone inline with Task
architecture 1 (space limitations here)

Ms701 | Workflow WP7 1 4
Requirements

MS703 Workflow Manager | WP7 1 18

Real-time
MS705 Middleware WP7 1 24
Components

Identify telescopes
and compute
MS704 clusters for WP7 1 21
upcoming correlation
demonstrations

Hardware decision
for subsequent
MS801 prototyping and WP8 13 8
integration tests
(AALTO)

Review of prototype
test results,

Msgoz | decision of the WPS8 1 15
architecture and
scope of subsequent

integration t

Identify elements
MS707 that are mature WP7 1 12
enough for

integration into WFM

Face-to-face meeting
to start preparation/
MS708 integration for first WP7 1 15
demo of automated
integration

Select location for
MS201 EVN-NREN meeting | WP2 12 6
1
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Project Number * 261525 Project Acronym ? NEXPReS

Tentative schedule of Project Reviews

Review | Tentative |Planned venue
number ®° | timing of review

Comments, if any

261525 NEXPReS - Workplan table - 2010-07-08 15:00 - Page 40 of 45



WTO6:

Project Effort by Beneficiary and Work Package

Project Number * 261525 Project Acronym 2 NEXPReS

Indicative efforts (man-months) per Beneficiary per Work Package

Eﬁ;‘:ff;fnz MUMEEr EME |y 4 WP 2 WP 3 WP 4 WP 5 WP 6 WP 7 WP 8 Total per Beneficiary
1-JIVE 48.00 3.00 3.00 21.60 87.00 48.00 42.00 24.00 276.60
2 - ASTRON 0.00 0.00 0.00 0.00 0.00 18.00 0.00 28.80 46.80
3 - INAF 0.00 0.00 0.00 0.00 0.00 0.00 0.00 30.00 30.00
4-MPG 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.00 9.00
5 - UMAN 0.00 0.00 0.00 0.00 0.00 21.00 0.00 10.80 31.80
6 - 0SO 0.00 0.00 0.00 0.00 0.00 6.00 24.00 10.80 40.80
7 - VENT 0.00 0.00 0.00 0.00 0.00 0.00 15.00 0.00 15.00
8 - FG-IGN 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 3.00
9 - NORDUnet 0.00 0.00 0.00 0.00 0.00 15.00 0.00 0.00 15.00
10 - SURFnet 0.00 0.00 0.00 0.00 0.00 6.00 0.00 0.00 6.00
11- PSNC 0.00 0.00 0.00 0.00 0.00 0.00 36.00 12.00 48.00
12 - DANTE 0.00 3.00 0.00 0.00 0.00 3.00 0.00 0.00 6.00
13 - AALTO 0.00 0.00 0.00 0.00 9.00 0.00 0.00 46.80 55.80
14 - TUM 0.00 0.00 0.00 0.00 15.00 0.00 0.00 0.00 15.00
15 - CSIRO 0.00 0.00 0.00 0.00 0.00 6.00 0.00 0.00 6.00
Total 48.00 6.00 6.00 21.60 120.00 123.00 117.00 163.20 604.80
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Project Number * 261525 Project Acronym 2 NEXPReS

Indicative efforts per Activity Type per Beneficiary

Part. 1 Part. 2 Part. 3 Part. 4 Part. 5 Part. 6 Part. 7 Part. 8 Part. 9 | Part. 10 | Part. 11 | Part. 12 | Part. 13 | Part. 14
JIVE |ASTRON| INAF MPG UMAN 0OSoO VENT | FG-IGN NORDUneg SURFnet| PSNC | DANTE | AALTO TUM

Activity type

1. RTD/Innovation activities

WP 7 42.00 0.00 0.00 0.00 0.00 24.00 15.00 0.00 0.00 0.00 36.00 0.00 0.00 0.00
WP 8 24.00 28.80 30.00 0.00 10.80 10.80 0.00 0.00 0.00 0.00 12.00 0.00 46.80 0.00
Total Research 66.00 28.80 30.00 0.00 10.80 34.80 15.00 0.00 0.00 0.00 48.00 0.00 46.80 0.00

3. Consortium Management activities
WP 1 48.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total Management 48.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Work Packages for Coordination activities

WP 2 3.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00
WP 3 3.00 0.00 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00 0.00
WP 4 21.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Total Coordination 27.60 0.00 0.00 0.00 0.00 0.00 0.00 3.00 0.00 0.00 0.00 3.00 0.00 0.00

4. Other activities

WP 5 87.00 0.00 0.00 9.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 9.00 15.00
WP 6 48.00 18.00 0.00 0.00 21.00 6.00 0.00 0.00 15.00 6.00 0.00 3.00 0.00 0.00
Total other 135.00 18.00 0.00 9.00 21.00 6.00 0.00 0.00 15.00 6.00 0.00 3.00 9.00 15.00

Work Packages for Support activities

Total Support 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Total 276.60 46.80 30.00 9.00 31.80 40.80 15.00 3.00 15.00 6.00 48.00 6.00 55.80 15.00
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- Part. 15
Activity type CSIRO Total
1. RTD/Innovation activities
WP 7 0.00 117.00
WP 8 0.00 163.20
Total Research 0.00 280.20
3. Consortium Management activities
WP 1 0.00 48.00
Total Management 0.00 48.00
Work Packages for Coordination activities
WP 2 0.00 6.00
WP 3 0.00 6.00
WP 4 0.00 21.60
Total Coordination 0.00 33.60
4. Other activities
WP 5 0.00 120.00
WP 6 6.00 123.00
Total other 6.00 243.00
Work Packages for Support activities
Total Support 0.00 0.00
Total 6.00 604.80
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Project Acronym ?

Project efforts and costs

Project Number *

Estimated eligible costs (whole duration of the project)
Beinefi- Beneficiary _ _ Indoirlg(ﬁj ::nops © RquESted
number | STOtNAme | effort pa) | Fersoniel Subeontacting) Oter DSt | gy, iatrate | A% | Total costs | contribution
or scale-of- (€)
unit (€)

1 JIVE 276.60| 1,358,600.00 7,500.00 301,275.00 995,925.00 0.00] 2,663,300.00| 1,581,240.00
2 ASTRON 46.80 328,965.00 2,500.00 31,350.00 201,606.00 0.00 564,421.00 334,390.00
3 INAF 30.00 150,000.00 0.00 11,875.00 97,125.00 0.00 259,000.00 158,250.00
4 MPG 9.00 56,250.00 0.00 375.00 78,750.00 0.00 135,375.00 135,375.00
5 UMAN 31.80 175,366.00 0.00 31,550.00 124,148.00 0.00 331,064.00 219,113.00
6 0SO 40.80 267,580.00 0.00 13,675.00 168,753.00 0.00 450,008.00 287,088.00
7 VENT 15.00 68,750.00 0.00 2,938.00 14,337.00 0.00 86,025.00 52,144.00
8 FG-IGN 3.00 12,250.00 0.00 0.00 0.00 0.00 12,250.00 0.00
9 NORDUnet 15.00 127,500.00 0.00 625.00 86,700.00 0.00 214,825.00 129,145.00
10 SURFnet 6.00 45,000.00 0.00 0.00 35,000.00 0.00 80,000.00 0.00
11 PSNC 48.00 216,000.00 0.00 5,500.00 132,900.00 0.00 354,400.00 184,800.00
12 DANTE 6.00 37,000.00 0.00 0.00 22,200.00 0.00 59,200.00 0.00
13 AALTO 55.80 206,925.00 0.00 22,300.00 137,535.00 0.00 366,760.00 229,605.00
14 TUM 15.00 85,000.00 0.00 325.00 51,195.00 0.00 136,520.00 109,425.00
15 CSIRO 6.00 42,500.00 0.00 2,500.00 34,425.00 0.00 79,425.00 79,425.00

Total 604.80| 3,177,686.00 10,000.00 424,288.00| 2,180,599.00 0.00| 5,792,573.00| 3,500,000.00
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1. Project number

The project number has been assigned by the Commission as the unique identifier for your project. It cannot be changed.
The project number should appear on each page of the grant agreement preparation documents (part A and part B) to
prevent errors during its handling.

2. Project acronym

Use the project acronym as given in the submitted proposal. It cannot be changed unless agreed so during the negotiations.
The same acronym should appear on each page of the grant agreement preparation documents (part A and part B) to
prevent errors during its handling.

53. Work Package number
Work package number: WP1, WP2, WP3, ..., WPn
54. Type of activity

For all FP7 projects each work package must relate to one (and only one) of the following possible types of activity (only if
applicable for the chosen funding scheme — must correspond to the GPF Form Ax.v):

« RTD/INNO = Research and technological development including scientific coordination - applicable for Collaborative Projects
and Networks of Excellence

« DEM = Demonstration - applicable for collaborative projects and Research for the Benefit of Specific Groups
« MGT = Management of the consortium - applicable for all funding schemes

* OTHER = Other specific activities, applicable for all funding schemes

* COORD = Coordination activities — applicable only for CAs

* SUPP = Support activities — applicable only for SAs

55. Lead beneficiary number

Number of the beneficiary leading the work in this work package.

56. Person-months per work package

The total number of person-months allocated to each work package.

57. Start month

Relative start date for the work in the specific work packages, month 1 marking the start date of the project, and all other start
dates being relative to this start date.

58. End month

Relative end date, month 1 marking the start date of the project, and all end dates being relative to this start date.
59. Milestone number

Milestone number:MS1, MS2, ..., MSn

60. Delivery date for Milestone

Month in which the milestone will be achieved. Month 1 marking the start date of the project, and all delivery dates being
relative to this start date.

61. Deliverable number

Deliverable numbers in order of delivery dates: D1 — Dn

62. Nature

Please indicate the nature of the deliverable using one of the following codes

R = Report, P = Prototype, D = Demonstrator, O = Other

63. Dissemination level

Please indicate the dissemination level using one of the following codes:

* PU = Public

« PP = Restricted to other programme participants (including the Commission Services)

* RE = Restricted to a group specified by the consortium (including the Commission Services)

« CO = Confidential, only for members of the consortium (including the Commission Services)



» Restreint UE = Classified with the classification level "Restreint UE" according to Commission Decision 2001/844 and
amendments

» Confidentiel UE = Classified with the mention of the classification level "Confidentiel UE" according to Commission Decision
2001/844 and amendments

« Secret UE = Classified with the mention of the classification level "Secret UE" according to Commission Decision 2001/844
and amendments

64. Delivery date for Deliverable

Month in which the deliverables will be available. Month 1 marking the start date of the project, and all delivery dates being
relative to this start date

65. Review number
Review number: RV1, RV2, ..., RVn
66. Tentative timing of reviews

Month after which the review will take place. Month 1 marking the start date of the project, and all delivery dates being relative
to this start date.

67. Person-months per Deliverable

The total number of person-month allocated to each deliverable.
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B 1. Concept and objectives, progress beyond state-of-the-art, s/t methodology and wor k
plan

B 1.1 Concept and project objective(s)
1.1.1. Motivation

The prime motivation for “Novel EXplorations PusgiRobust e-VLBI Services” (NEXPReS) is to offer anbed
scientific performance for all users of the Eurap®&.Bl Network (EVN) and its partners by introdugian e-
VLBI component to every experiment, aiming for emted robustness, flexibility and sensitivity. Thisrk will
build on the achievements of the FP6 project ExpRreduction Real-time e-VLBI Service (EXPReS), ahhi
introduced the concept of real-time VLBI for stutlyitransient phenomena. Based on the succes¥ldBewe
propose to boost the scientific capacity of theritisted facility and offer better data quality ateleper images of
the radio sky for a larger number of astronomers.

1.1.2. Background

Very Long Baseline Interferometry (VLBI) is an astomical technigue in which radio telescopes hushel o
thousands of kilometres apart cooperate to foringlestelescope. By processing the digitized digjitaa central,
dedicated super-computer, astronomers are abl®tupe images of the sky with a resolution thapasses that
of the best optical telescopes, even the Hubble&palescope. The technique can be used to stwityeavariety
of astronomical phenomena, from the energetic awtflassociated with black holes in the centresatzbges at
cosmological distances to the details of the dynahgrocesses in star forming regions in our Gal&Bgsides
observing natural phenomena like exploding stadsgravitational lenses, VLBI has also been appieheasure
the detailed position of man-made spacecraft oin jiherneys through the solar system, for examplend) the
descent of the Huygens spacecraft to the surfaBatofrn’s moon Titan.

In Europe, VLBI research is facilitated by the EV@Ngonsortium of radio telescopes operating inetloteserving
sessions per year, which offers open access &sttinomers worldwide. The central correlator fgcis located
at the Joint Institute for VLBI in Europe (JIVER Dwingeloo, the Netherlands. The JIVE foundat®funded by
the research councils of 8 countries, mostly Euaapéut also including China. Apart from procesgimgraw
signals into the product used by astronomers, g takes responsibility for user support in sgttip and
analyzing VLBI experiments. Its staff is also cliygsavolved in defining and implementing the contius
enhancements to the European VLBI facility, neetdestay on the forefront of science.

In order to study significant samples of astron@hsources and to probe deeper into the univdriseof vital
importance that VLBI arrays offer the highest pbkessensitivity. The sensitivity of the total arigyprimarily set
by the size of the antennas that participate, wthiéenumber and location of telescopes is also itapofor the
guality of the images that result. In this resgaatope has an advantage, because it harbours $ahelargest
telescopes on the planet. Another important fagédermining the sensitivity is the bandwidth of #ignal that is
used in the observations. When more frequency sgpmtbe sampled at the telescopes and transporthd t
central correlator for processing, deeper imagekefiniverse can be obtained.

Traditionally, data were recorded on tape reelsgngically shipped to the correlator. Since tlaetsif the
century this technology has been replaced with bizged recording systems. Nowadays a typical Efi¢@xent
records 1 Gbps data-rates at 12 telescopes foolr2 hresulting in 5.5 terabytes of data at evetian, resulting
in a petabyte flow of data into the correlator dgrevery session. It is the ambition of the EVN®ost this data
flow by at least an order of magnitude.

With the advent of PC-based disk recorders it bestame possible to experiment with real-time cotivigg
streaming the data directly into the correlatootigh the Internet. There have been a number of sxpériments
around the world, but it is in Europe where thetfoperational e-VLBI service for astronomy was lenpented.
During the past few years e-VLBI has evolved frameaperimental technique, connecting a small nuraber
telescopes in real-time at modest bandwidth, intoerational astronomical service with competigeasitivity
and imaging capabilities. The project has beenaueg@ by the EC through the FP6 Integrating AcfiEXPReS,
which has stimulated a large-scale collaboratidween EVN technical staff and the National Researah
Education Network providers (NRENS).
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One of the initial arguments for the developmeng-&fLBI was the wish to use VLBI for transient ploemena, to
be able to observe variable sources on the timesgat they vary. Indeed, opening up the paranspizce
accessible to VLBI has produced some very intargstsults and has presented the community wilowsinew
science themes in the area of Galactic black heelidates and the study of the elusive Gamma Reast&uhe
most energetic events in the Universe.

However, e-VLBI is a technique not limited to prdiwig rapid response science. Because of its ireal+ature it
is more robust than traditional VLBI, as technitzalures are noticed immediately and addressedmtgheously.
Even though the network connections add a layeoofplexity, the operational stability has still imged.
Various demonstrations have proven e-VLBI worksraaercontinental baselines, showing fringes between
telescopes on different continents simultaneoustyrautinely.

The EXPReS project has made extensive use of dedicannections, sometimes in synergy with the gegia
LOFAR project, and has thrived by their availaliliHowever, it is clear that in the future thisidiof
connectivity should be more dynamically accessifilechnological developments also promise largdrlarger
bandwidths, with the 10 Gbps standard already ¢jp@c in many places; obviously VLBI can benefieatly
from the sensitivity enhancement this enables.

Besides reducing the delivery time to the astrompmé&/LBI can also help enhance the flexibilityaifservations
by avoiding the complex logistics that are involnedhipping scarce recording media. CurrentlyldBVis
realized as a large-scale collaboration with cotiviég providers and as a result it is hard to exadé the
economics of real-time VLBI in comparison to thansport of magnetic media. But clearly, in thegloan, real-
time connectivity via the shared e-infrastructuith e cheaper and more environmentally friendly.

One way in which e-VLBI is less flexible than reded VLBI is that its current operations do not alce-
correlations, which are needed to accommodate langeers of telescopes or spectral line experintbatsneed
mixed bandwidths. It will be essential to introdumuffering of the VLBI data in various stages idex to
combine the best aspects of recorded and realepesations.

Besides the connectivity aspects, the European LFOtedescope has a number of other technologicatests in
common with VLBI. Designed to observe the low freqay sky with a large number of dipole antennas,
e-LOFAR is largely a software telescope that cap dknefit from the NEXPReS work packages on Oistieid
computing and cloud storage. Both the low frequearay traditional VLBI facilities are recognized pfders for
the development of the SKA. Long-haul connectigispects will be important for next generation radio
telescopes, as well as fast dissemination of lacggntific data sets to the user community.

1.1.3. NEXPReS technological objectives

The next step — to be made in NEXPReS — in theldeweent of e-VLBI is the deployment of a transparen
caching system that allows all scientific VLBI exipgents to benefit from the increased sensitiviigxibility and
robustness of real-time VLBI. The ideal situatisran array that works continuously with real-tioenections,
something that applies to LOFAR in the near terah#duat is anticipated for SKA. But even for thdica
telescopes of the future a caching mechanism betdigétization and transport, or between transpac
correlation, can be anticipated. LOFAR operatidosexample, include a mode in which a short dagment can
be frozen in order to re-focus the telescope elésnama transient event. This technique will aseggknown
territories in astrophysics, and there are botérgific and operational motivations to extend tapability to

other interferometers.

For the VLBI array of the near-future it is clebat a caching mechanism can overcome all of thigaliifons that
currently prevent one from deploying e-VLBI for atlientific experiments. We intend to build an rapienal
system over the next 3 years in which all telessapeall experiments will stream their data to JIvEeal-time.
During the experiment, the real-time result is epd at the correlator and made available tostrersomer, and
at the same time the data is also buffered atdhelator and at the telescope. If the infrastitehas insufficient
capacity at the time of the experiment, the trartsgen be completed later, either through direcineativity or by
traditional VLBI practices. Ideally, the end oktbbservation completes the correlation, the peicgf the
incoming signals. But there could be a varietyeafsons why the data buffered at the telescoperoglator
would be needed for further processing; technaifife of the correlator or transport layers cdugdan obvious
reason. Another reason could be that the astronesuets to reprocess the data to obtain higher speesolution
or a different phase centre for his observatioimglly, other scientific reasons for such reprooessight exist,
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for example the availability of better source oodgnamic parameters. In the case of very specizd-off events
it may be desirable to keep a copy of the data fimuch longer time, for example when monitoringpacecraft
landing on a solar system body.

1.1.4. NEXPReS scientific motivation

The proposed developments will make a huge impa&tld| science; where EXPReS had the single objedtb
enable real-time VLBI, NEXPReS will reach the emtLBI user community. The users will benefit ditgdrom
the improvements in reliability that NEXPReS intnods. In practice this means that they will getdvatata
guality from their experiments, with more telescopelivering good, error-free data for a largectin of the
time. The importance of this is demonstrated bypihyeular saying amongst users that “getting bad datvorse
than getting no data at all”.

In addition, the new system will allow more effiotause of the telescope infrastructure as VLBI willlonger be
limited by the complex logistics needed to makerding media available. This efficiency gain walsult in more
hours for science observations. It will in prinefdlecome possible to allocate VLBI time in a dyr@afashion,
facilitating for example high frequency observaiavhen atmospheric conditions are more favourabgenaply
postponing observations when specific telescopesatrable to observe due to bad weather.

Clearly, the proposed work will enhance the e-VisB$tem for real-time observations, the branch dibra
astronomy that focuses on transient sources. Viieile science themes have been addressed overttf@nas
years, the observations have necessarily been comged by the trade-off between real-time resultsfall
sensitivity on unique transient events. By cactidata at the telescopes, the NEXPReS project widitide to offer
the best of both worlds: real-time results and $ehsitivity. Providing this capability is one bktfirst objectives
of the proposed Service Activities.

The proposed system will also enable new operdtimodes in other VLBI science areas. By having lmtkal-
time component and the ability to process the exbidata at a later time, spectral line e-VLBI Wwilcome
possible; currently this is not practical becauseati the required high-resolution products caridyened at once.
A very interesting application is the astrometriomitoring of Galactic maser sources, directly meagithe
distance and kinematics of star-forming regionswaflved stars, through which the detailed structiditthe
Galaxy can be obtained. Other applications invoamdly variable quasars and triggers of radiogramts from
other telescopes, e.g. LOFAR. Such observationkldmicarried out in a continuous programme withgmaller
telescopes of the EVN if sufficient (distributedyielator resources could be made available, addsessed in
one of the Joint Research Activities.

An important requirement for the associated demmatiehs is the further automation of the entire VlpBocess.

A truly responsive and flexible array will needi® highly automated. The system will also allovprecessing of
the data observed with improved correlator pararegter example new source coordinates of a trahsiet
available when the observations were processeghirtime. Based on the real-time results the datiédde
reprocessed with improved coordinates or other immmlaponents resulting in enhanced precision anditeity.
All these new capabilities in this research infnastiure will be subject to the same open accessypiblat the

EVN has adopted in the past; the facility is opamtiie best science proposal from anybody, irrdspeof
whether they are from the EVN member countriesabr n

With sufficiently high capacity storage, one coaleen start considering archiving the original VLtBtordings.
This would certainly happen for once-off eventglike VLBI campaigns on solar system spacecrafe nd
VLBI telescope staff around the world successfoilynitored the Huygens descent on Titan, yieldingartant
data on the atmospheric conditions of this moo8atfirn. Similar experiments are envisioned in boliation
with ESA for future missions (e.g. BepiColombo, Bars, EJSM). This is one important area of sciantif
research where Europe can keep its lead over thieytéSpanding its e-VLBI capabilities.

But the most important scientific motivation of NEReS is to keep the real-time capabilities in stitp the
planned sensitivity upgrade of the EVN. The EVNniaking a serious investment in its bandwidth amgtidation
equipment to reach 4 Gbps in 2010 and data ratés 64b Gbps in the longer term. At the same tinvEdhas
acquired funding to start the development of a gexieration, large capacity correlator. The wodppsed in
NEXPReS is absolutely crucial for the transporthef data in this new super-sensitive VLBI netwdkvill
enable astronomers to study fainter objects anthriather into the distant Universe. Such a retiofuof the
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VLBI network is scientifically essential for higtesolution follow-up of new source samples that bélobtained
with new telescopes such as EVLA, e-MERLIN, LOFAfRI a\pertif.

The increased bandwidth as well as connectionswogstations must be implemented using dynamic nastho
This topic is not only relevant for VLBI but alsorfthe longer LOFAR baselines, which already sisaree
connectivity with the higher frequency VLBI opemis. Dynamically allocated connections will alloneato
share this resource, not only between radio astngrfacilities, but with all scientific user commtins.

The increasing data rates and data volumes productedlescopes have a strong impact on the wagrastrical
research is done. The current operational modbhisthe astronomers themselves do the calibramonanalysis
of radio astronomical observations. For SKA asdithfinder experiments this will change intotaaion where
the calibration and a large part of the image aisllyas to be done by automatic processing pifgefimening on
specialised hardware, subsequently storing it dicdéed data centres. With the large, global iteesl of the
future, several such data centres will exist afirae world. Another impact of archive developtsas that users
can not only work on the data for which they rege@she observations, but, in principle can acedssuitable
raw data that are present in the archive. Sughaeessing implies additional large traffic of d&tam archives to
data centres, and of new results back to the adbibe stored there. The infrastructure to beldpee in the
NEXPReS project, with dynamically allocated higimthaidth connections and storage buffers as lociattpof
presence for scientific groups, will be used to destrate the capability to support this type ofrlisgeraction
with the astronomical archives of the future.

Where in the past the e-VLBI activities developgddhr consortium have concentrated on providing new
capabilities for real-time science, the NEXPReSqmtowill enhance the scientific impact of all VLBI
observations. Clearly the envisioned system shioale@ no problem to operate with the funding it etlquire on
its (unique) scientific merits. The partners ie tturopean VLBI Network have already shown serious
commitment to adopt these new developments, fampleaby contributing telescope time and other resesifor
tests and science observing beyond the fundedgbrojgansforming the EVN into a predominantly reale
connected array has been discussed as a corneirsitséuture outlook and it can be expected thatwork
planned in NEXPReS will accumulate into an operaisystem in 2013 to be used for years thereafkéhough
the development of computing, caching and conniggisr not known precisely, it is not hard to imagithat e-
VLBI is not only superior in scientific capabilisebut also more economic.

Because of all of the above aspects, both LOFARth@e-VLBI effort in Europe have been formallyagaized
as pathfinders for the development of the SKA t@ps. As a continental-scale project, EXPReS hagsibated
to Europe’s lead in the global SKA effort, bothR&D and science infrastructures. The work propaesed
NEXPReS will allow us to maintain this lead andures that Europe continues to have cutting-edgereasonal
facilities at the same time that new large-scatbfpaler facilities (e.g. ASKAP, MeerKAT) are resdid on other
continents.

Not only will NEXPReS feed into the R&D of the SKBut it is also our goal that some of the opera@i@spects
of SKA and e-VLBI will be merged. In user suppalata archiving and various other operational atbase is,
for example, an ambition to house services for bloehEuropean user communities of SKA and VLBIIYE] As
both require serious infrastructure for computistgrage and connectivity we think the case forasnstg this
infrastructure beyond NEXPReS is very strong.

1.1.5. NEXPReS activities

Several aspects of the caching mechanism will bieesded in the first Service Activity, WP5 - “Cloud
Correlation”. The focus will be on the developmehta system capable of simultaneous buffering strassion
and correlation of data and making it availabledperations from an early stage on. This coulddredfor
example, by inspecting part of the data from norfiaBl observations in real-time, yielding importaieedback
on the network performance in all experiments. @ady deployment of buffering at the stations soadéxtremely
important for the class of so-called “Target of Ogipnity” (ToO) observations, which are currentlseady done
in e-VLBI mode; a caching mechanism will enablesthéo make use of the real-time results without
compromising the final sensitivity and image fiteli

The other crucial improvement that VLBI must makaipgrading its sensitivity. While the EVN is aeliy
implementing new digital components to enhancadtuisition system, partly based on results froenEXPReS
Joint Research Activity FABRIC, the needed conmiigtenhancements are addressed in WP6 (“High Badtdw
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on Demand”). Up to now, operational connectivityg @en based mostly on static connections, oftdicated
lightpaths between telescopes and correlatorsiks Bhared with LOFAR. In NEXPReS these connectstrosild
become dynamically allocated, freeing up the resmsiwhen there is no ongoing e-VLBI. The fact thatare
implementing a caching mechanism for the scientifierations fits this mode of operation. At the edime it is
the way forward to access more and more bandwidth.

We propose two Joint Research Activities in NEXPRER: first will focus on distributed computing. FABRIC
we explored distributed software correlation basedrid computing. An important result from thigigity has
been the establishment of functional correlatiditware that runs on standard computing platforrashsas Linux
clusters. At the same time other VLBI centres hdeeloped and deployed software correlators tosvever, the
required transition of Grid standards to allow +téale scheduling has not occurred. Our team hasladad that
the viable implementation of software correlati@s o happen in the radio astronomy domain. Wigh th
computing resources some of our partners havestabdited correlation system will be tested that cater for
some small-scale astrometric and monitoring cammzighis “Computing in a shared infrastructure”l i
addressed in WP7.

The second Joint Research Activity, WP8 (“ProvigigrHigh-Bandwidth, High-Capacity Networked Storame
Demand”), will focus on the methods for fast steragd caching that e-VLBI of the future requirasctssystems
are not just relevant for VLBI operations, but aflgpstorage of the output of the telescopes oftihgre. The
SKA and SKA pathfinders will produce vast amourftsl@aa per day. These will need to be made availadoirid-
wide; for some time-critical applications accesseaal-time will be needed. This aspect will be egsbed for the
Apertif and LOFAR projects.

While the Service and Joint Research Activitiesragsl aspects that are new compared to EXPReSmipastant
that the Network Activities provide continuity four interdisciplinary collaboration. WP2, the EVNREN

forum, will continue to be the place where netwpr&viders meet with operators of VLBI and LOFARetwtopes
and correlators to discuss matters of connectaviy protocol. This highly successful platform wailbo be the
place where connections to new stations will bewdised and planned.

NEXPReS also calls for a review of the operatigmaktedures in the EVN and Global VLBI arrays. ThéLal
Science Advisory Group (eVSAG, WP3) will contineeaidvise the EVN on adapting the procedures irfciid

to the new technological possibilities. In the p$SAG mostly considered policy options for reatéiscience. In
the future we expect the focus to shift towardsragienal issues, such as implementing dynamicadualng and
procedures for deciding whether certain observatiequire additional correlation passes.

Continuity is also important for the efficient maeanent of the NEXPReS office (WP1) and the outrexfite
(NA4). Both these take shape as Network Activitied will be based on the existing EXPReS impleatent,
with their centre of gravity at JIVE. Not only htss office been extremely successful in implenamnti
monitoring and reporting the progress in e-VLBhats played an absolutely crucial role in connective
astronomy community to the networking and compstggnce community. As a relatively small organatvith
a specific mission in radio astronomy, JIVE normalbes not have the resources to allow specificeaah on
subjects such as technological advances.

1.1.6. Relation to the call

Although some of the organisation of NEXPReS budldgrevious experiences in FP6, we stress thahdhes
for new technological goals, has broader scientifigctives, and most importantly, is expectedetach a larger
user community.

Addressing the specific objectives of the INFRA-Q12.3, Virtual Research Communities, call it dddae
recognized that:

* We attribute the highest possible value to thétirdisciplinary nature of our existing and propdse
collaboration. The success of EXPReS has beemtingaite linking of the astronomical community
with network providers. This project will bring nenetwork and computing experts into the
astronomy domain, which is absolutely crucial istufe radio-astronomical facilities. It is very
important that Europe continues to foster this sffastilization. In addition, the e-VLBI applicatidn
its proposed form will continue to push the edgé&echnology, not only in networking but also in
streaming computing and fast storage techniques.
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» Clearly the proposed work-programme aims to immalet new services to increase the scientific
capabilities of the VLBI networks. The proposediwafe services will greatly enhance the capability
of VLBI telescopes to operate as a single facilityaddition it will be an important step in esiabing
a truly global real-time VLBI facility, ensuring wid-class science for the next decade.

» The collaboration of radio telescopes to fornoatment-sized virtual telescope is an almost atass
example of how remote sensors can be combinediitgme-scale research infrastructure. We want to
secure the network itself as a dynamic componetitisffacility and add a storage component to
enhance the operational characteristics. By comgecomponents in real-time we create additional
scientific capabilities, and open the way towarigghér sensitivity.

» The proposed work is absolutely essential forcibrgtinued existence of the real-time VLBI facility
Europe, as it will allow us to turn the whole netlvmto an e-Infrastructure. In the long run thidl w
be the most economic and green option for doing MiBund the world and as such it is an important
stepping-stone for science facilities of the futdstronomy has an important role in showing
mankind its origin and role in the cosmos and etiing young people to science. Pushing the
technology of this field of science will benefitBpe’s scientific and economic potential.

» VLBI is a bottom-up international collaborationttveen radio-astronomy services around Europe and
the programme will allow the partners to offer arlddeading e-VLBI service centred on the
European infrastructure. By enabling new servides eelevant for LOFAR and other new radio-
astronomical facilities, it will continue to givetaonomers access to a world-class facility.

This latter point is particularly relevant in pregion for the SKA, the radio-astronomy facility tire ESFRI list.
Without a central European body for radio astronotimg collaboration that has given Europe a leadutge in the
definition of the SKA has in fact started from ttw@laboration in VLBI. JIVE is the only legal entiin this
domain that is truly international in nature. Ldmageline interferometry, not only in the form of BiLbut also in
e-MERLIN and LOFAR, is the area in which Europe danworld-class science. Therefore we are conviricad
the proposed programme is relevant for strengtloethia scientific, technological and organisatigmalgramme
leading to the SKA.

B 1.2 Progress beyond the state of the art

The proposed Service Activities will push the @rgtoperational VLBI infrastructure beyond the @t state of
the art. Currently EVN operations are implemented sessions of dedicated observations using mostly
conventional disk recording, augmented with moegfient “e-VLBI days” for real-time science. Thus/leBl is
limited to a selected set of user experiments, Intsbse requesting real-time results. AlthoughleBYhas the
potential to deliver high-quality data with greasiynplified logistics, there are a number of lirtibas (transport
capacity, number of on-line telescopes, correledgacity) that prevent the use of e-VLBI for evexperiment.
Moreover, when the digitized bandwidth increasestée is a possibility that even for transient seanwe will
have to revert to recorded VLBI in order to delittee maximum data rate and corresponding maximum
sensitivity.

A large number of developments in radio astronoreycairrently ongoing. In the USA, the completeljurbished
EVLA is now the most sensitive short-baseline radterferometer in the world. In Australia and Soifrica
SKA precursors are being built, called the ASKAR dMeerKat telescope arrays, which will provide ertely
wide fields of view but limited bandwidth in thessaof the ASKAP, small fields of view with much hay
bandwidths in the case of MeerKat. In the UK, theedin facility will provide high bandwidth and seitivity on
baselines up to a few hundreds of kilometers. LOFH&ABRated mainly in the Netherlands but with outetss in
several European countries (often referred to &FAR, or International LOFAR Telescope (ILT)) , lWabserve
at hitherto unprobed low frequencies using thespaperture array technology. The focus of the EHVtke
coming years will be on long-haul high-bandwidthed@ansport, which combined with transparent dexilfle
buffering will further enhance the real-time rapasponse capabilities developed in EXPReS. Itsajjlioaselines
and high frequency range already place the EVNunique position with respect to existing radio-@sbmical
facilities, and increasing not only the bandwidtil @ensitivity but also the frequency capabilitytref network
will only strengthen this position.

The work proposed in WP5 (“Cloud Correlation”) éxjuired to make optimal use of the excellent cotivigc
infrastructure and large telescopes that exisEuimpe. Offering caching of the data-streams, BV
experiments will benefit from the increased robastmand flexibility that our Service Activities Iirovide. By
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transforming the complete VLBI observational chiiwvill introduce better efficiency and enable neperational
modes with a direct impact on scientific capata$tiMost importantly the users will benefit fronpiraved data
guality and eventually the reduced logistical burd&his is an essential next step in the virt@ion of the VLBI
infrastructure.

The deployment of the shared, networked e-VLBlasfructure appears to be successful already. Howtinee
success achieved in EXPReS is based on heterogeoeonections, which will need to be upgraded as th
infrastructure matures. Service Activity WP6 (“HiBandwidth on Demand”) focuses not on connectjivityt on
the methods to effectively use existing connectams efficiently utilize the greater network infragture. By
implementing bandwidth on demand (BoD) mechanisiBXRReS will investigate how the e-Infrastructura ca
move away from the current situation in which stiitiks are used. Static links are stable, effectind reliable,
but are an inefficient allocation of the scarceinational network infrastructure. BoD should pdeva
mechanism by which the shared infrastructure camskd more efficiently while providing maximal neink
capacity when needed. This will help the ongoirigedtowards connecting more telescopes at eveeésing
bandwidth by providing a rational use case. Suakeacase will be relevant not only for the telescoperators,
but also for other users of the infrastructure.

In the end, increased bandwidth between telescapadsorrelator constitutes the most important imenoent
beyond the state of the art in radio astronomyn@gasing the bandwidth directly improves the giity of the
VLBI array. This development will be absolutelyalifor maintaining the status of the EVN as thestrsensitive
VLBI array in the world. Introducing a continenide and even worldwide array with BoD methods pitice
recently demonstrated connectivity techniques tindooperational domain for the very first time. #efore, VLBI
can be the showcase application for the demonstrafi new networking techniques.

The work in the Joint Research Activities expldies options for developing the VLBI e-Infrastruaaven
further. WP7 (“Computing in a Shared Infrastructyfecuses on permanently available arrays thatadtress
new areas in science by deploying distributed ¢aticen. We propose to develop methods, which reijuire
high performance computing in real-time, using catapclusters that are available at radio-astronahuentres.
This will be relevant for Grid processing, whichr@antly is oriented towards the (strictly non-réate) batch
processing of single user applications. The mettiogswill be developed in this context will be &ipable for
real-time Grid applications in other areas.

In WP8 (“Provisioning High-Bandwidth, High-CapacMetworked Storage on Demand”) we propose to invest
the development of a high capacity, high-speedg®system tuned to the needs of radio astrondimgm an
application’s point of view, one way to simplifyelshared e-infrastructure is to view it as a couwuiodm of
computational, network and storage resourceshéitoment, the storage component is the weakéstjrbo
terms of overall capacity and performance. Whdetrivial, one can contemplate the deployment aselof 10
Gbps network connections and their associated ctamgmints. However, for applications like e-VLBie data-
rate/compute ratio is such that storage systemsnbecthe limiting factor.

WP8 will investigate ways in which a high capacliigh performance storage system can be integnatie -

VLBI operations. As 4 Gbps receivers are to bdaegl in the near future, the storage system wilchto be able
to simultaneously read and write at these speettie atery minimum. The end goal will be a systéat tan act
as a network line speed (10 Gbps) buffer. This mé¢aat a system will have to be developed which can
simultaneously write a 10 Gbps data stream, trangsant of or all of this stream in real-time, oflaled, to a
correlator operating in real time, and read thele/data stream at a lower rate to a correlator imghfficient
real-time capacity. The development of such a systet commercially available at this time, willrzénly be of
great interest to other demanding applications. Stheage system should be integrated into theirgistVLBI
operations, effectively hiding the details from #rad-user. It will be defined as a standard ptatfavhich will be
folded into the latter stages of work packagesdb@n

In addition to dynamic storage, WP8 will also invgate the needs of longer-term storage as theyeréd
dynamic usage of the data. For the radio telescopthe future worldwide, distributed data nodés ve
required, without compromising the access speeddentific users. The required performance ifefsame
order of magnitude as that needed in VLBI. Theretbe work package will also address more genssaks in
distributed storage that are relevant for a laojgss of scientific problems, starting with bandividnd data life-
cycle aware allocation of large user data strustémefuture radio telescopes. Once in placeststem will be
applicable to other fields and use cases.
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B 1.3 Methodology and associated work plan

B 1.3.1 Methodology

NEXPReS is a programme in which 15 institutes coatee Compared to the FP6 EXPReS project, the anogre
has moved from a focus on connectivity of remokestmpes to dynamic allocation of resources fowvagking,
storage and computing. The expertise to accomfiliske new objectives can largely be found in aetuifsghe
original EXPReS partners. This way the implemeatatf this Integrated Infrastructure Initiative hgkeatly
benefit from the effective structure that was d#thbd in the EXPReS project. While shifting towsareew areas
in technology, the proposed project is also a rezngsstep to consolidate the highly successfulbolation in the
area of VLBI that it created. In the past, the lesshment of interdisciplinary forums has proverbtothe key
ingredient for successfully introducing new operadil e-Infrastructure facilities. This is the reasoat, while the
Service Activities and Joint Research Activitiesdaew topics and address new technological issues,
Networking Activities remain largely identical ahdve the same objectives and leadership as before.

The EVN has a long tradition of bottom-up collalima, starting in the early seventies of the |asitary. By
necessity collaboration in VLBI was initiated evafore such partnerships were deemed to be pdijtica
desirable, a fact also demonstrated by the longdstg collaboration with China. JIVE was establilire 1996 in
order to catalyse the necessary collaboration @raifpns and user support. Technological develogsrame more
evenly distributed within the EVN, with expertisermany areas being contributed by all partners.BWN has
proven to function extremely effectively in thistlibuted model, with JIVE taking on some of thatca!
responsibilities.

This same structure is reflected in the NEXPRe®gsal; central coordination, management and outrase
implemented at JIVE, while the leadership of tHeeotNetwork Activities is shared with experiencéficers from
other partners. Similarly the Service Activitieatlnteract with the operations of the network trelEVN
correlator are largely run from JIVE. Following theual EVN model, the other partners contributé tepertise
to the technology development in the Joint ReseAnttvities.

The VLBI community has proven many times in thetpade able to successfully collaborate in sustritiuted
enterprises. Contacts on a personal level have digssiutely essential in small, joint projects aamla
consequence, the technicians of the EVN have &ftewn each other personally for many years and meet
regularly throughout the years. The success ofdiaboration in e-VLBI and other innovative radistronomy
projects (e.g. LOFAR) can also be attributed tofttot that we have always been able to bring nesplgewith
new expertise into our system.

The work in the Joint Research Activities is layggivided into tasks that can proceed relativetieipendently,
following the above practices. By identifying cafmtnanagers that control the project process, Isotteave in-
depth knowledge in the relevant areas, we are denfithat we can address any upcoming issues. dHeiwthe
SAs is a bit more complex in the sense that it dovfer and improve new operational services akierduration
of the project. These activities must thereforelibectly integrated in the operational environmidait is mostly
concentrated at JIVE. Although it is a challengetomoduce new methods without disturbing the ongd¥LBI
campaigns, such an operation has been carriedydbelsame team successfully with the introduatibe-VLBI,
retrofitting a large number of components withoutrgeopardizing the ongoing operations. Both leadé the
SAs have also responsibilities in EVN operationd are used to working closely together, which tlnecessary
considering the existing interdependencies betweetwo SAs.

NEXPReS will continue the pattern of open scienu @pen source development that is common in tilestsic
community. Non-project members will have visilyilinto the project and have the opportunity to cantr{for
example through eVSAG and EVN-NREN meetings). \Barfé will be created with a preference to opens®ur
software licenses for new code when possible. Mwgz, publications on the progress of the pragaauld be
accessible to the public community. These thretfa provide the opportunity for peer review ancheunity
support as the project proceeds. The NEXPReS @iumscAgreement will be based on the DESCA template
http://www.desca-fp7.eu/ and the foreground willdew EC-GA Article 11.26. - Article 11.29 with thdollowing
additions given in the May 2008 Version 2.0 copyiaf DESCA Template.

The role of the management in this is largely tfdacilitating the work. Although professional teare available
to steer the project, the emphasis is on monitgonegress and providing help when problems arearneoed.
There are several understood points of risk treaptieject believes can be addressed.
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First, there may be limited availability of highrzlwidth data acquisition systems and correlat@ve. note that
the dBBCs are in production, have been orderedaatyratations, first generation 4 Gbps DAQ availdbte
prototyping. Further, next generation EVN corretas under development (UniBoard, ExBox). Final{.BI
operations can still be tested with few systems.

The limited availability/affordability of 4-10 Gbp=onnections is a concertn, but the availabilityR&E as well as
commercial 100 Gbps technology should rapidly dessecosts. The 100 Gbps are currently in testniationally
and will be deployed over the next few years.

The adoption rate of BoD within Europe is partialyt of the project's control. However, DANTE as&Veral
NRENSs with particular interest in BoD service amedlved as partners in NEXPReS; this ensures tbawill be
able to demonstrate BoD integration with at leastifaset of the European telescopes. Further, theratian of
BoD will help address the cost and availability cems raised in the previous paragraph.

Finally, the widespread, full-fledged adoption ohtinuous, buffered e-VLBI may be initially too ¢lys

However, the VLBI community persists over long pds. All needed mechanisms, tools, soft- and harewan
be developed; deployment can occur in a phasedi-paut roll out. While EVN investment in existirdjsk pool

is being depreciated and components become chelpgimportant to note that the JIVE Board had@sed and
backed JIVE's participation in this project. JI\éEBoard has a large overlap (~80%) with the EVNrBoa
Further, many of the partners in NEXPReS are astigipants in JIVE and the EVN, either directlyvia close
professional cooperation. These communicationssapgort have been established prior to the suinisg the
proposal to ensure that all parties understanégeagpon and support the project both as a starglaldion as
well as for its pace in the larger set of actigtie the field of astronomy.

B 1.3.2 Networking Activities and associated wdéanp

Please refer to WT3: Work Table Description foregailed overview of all networking activities (woplckages 1
to 4).

B 1.3.3 Service Activities and associated work plan

Please refer to WT3: Work Table Description foretaled overview of all service activities (workgkages 5 and
6).

B 1.3.4 Joint Research Activities and associatedk\ptan

Please refer to WT3: Work Table Description foreailed overview of all joint research activitiegofk packages
7 and 8).

1.3.5 Overall strategy and general description
Summary of staff effort is provided in WT6: Projétftort by Beneficiary and Work Package.
1.3.6 Timing of Work Packages and their components

For a list of work packages, please see WT1. Blegfer to WT2: List of deliverables for an ovewief
deliverables and their timing. As a guide, théofeing pages contain summary views of Gantt chfartshe work
packages 1-4 (combined) and then the subsequeniviold packages individually.
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B m integration additional playback units
10 control system and scheduling mechanism at correlator
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12 real-time correlation with recording at correlator
13 m high-speed multi-correlator ops
14| Implementation of VDIF standard
15 m Mark5 conversion software at station
16 m Mark5 conversion software at correlator
17 [ Mark5 conversion software
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21 m definition of specifications
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23 implementation monitoring and control
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18 software (D5) ’ 16-07
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23 | develop software to glue back together JIVE
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26 Task 5: Global correlation
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D Task Name
Q2
1 T1: Transparent access loc/rem :
2 Create on-demand multi-Gbps API
3 D8.1 Interface design document
4 T2: Multi-Gpbs storage elements
5 Evaluate and test hw options
6 D8.2 Hw design document of storage
7 MS801 Hw decision for proto and integration tests
8 T3: Bw/cap/conc-aware allocation
9 Develop model and algorithms of allocation
10 D8.3 Design of allocation methods
11 Exercise allocation with storage
12 D8.6 Test report of allocation
BRER T4: Proto of access loc/rem
14 Multi-station tests of storage buffering
15 D8.4 Design doc of transparent AP
16 MS802 Review of proto tests, decision of integration
17 Muilti-station tests of storage buffering
18 D8.5 Perf&integr test report
19 D8.7 Test report of transparent AP|
20 T5: Integration of alloc, access
21 | Prototype deployment plan
22 D8.8 Design doc of integration system
23 Install and evaluate new storage
24 D8.10 Demonstration tests
25 T6: Integration of LTA, access
26 Design and proto storage for high-speed re-processing
-r A D8.9 Integration test report of LTA
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29 D8.11 Final report on Networked Storage on Demand
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B 2. Implementation
B 2.1 Management Structure And Procedures
2.1.1 Overview

The NEXPReS Project is a partnership between X6rasny, networking and computing institutes, whichng a
wide range of skills and expertise to the projélhe way project partners participate in NEXPReRit down in
the Consortium Agreement, which defines the pamitthg parties, the structure of the project asriesd below
and additional rights and responsibilities.

The consortium is led by the Project Coordinatd)(fHuib Jan van Langevelde. The Project Officedsited at
JIVE in the Netherlands. The PC, ultimately resiole for the activities of the project, receivesdance from
the NEXPReS Advisory Board (the Board) and camigsactions via the Management Team (MT).

The Board consists of one representative from e&te project partners. Each of the board membérbe
able to make decisions related to the Project tialbef their institute. From the Board, a Chaimamd a Vice-
Chairman will be selected. The Chairman's respditgiwill be to chair Board Meetings and officialask the
Board to vote on matters pertaining to the Projédtthe start of the project, the PC will act dsaman pro tem.
At the first board meeting, the Board will apprav€hairman and Vice-Chairman. Both the Chair &meduice-
Chair will serve 18-month terms.

NEXPReS Board

NEXPReS Coordinater | | |
Dr. H.J. van Langevelde (JIVE)

Project Manager
T.C. Yun (JIVE)

Administrative Assistant
Y. Kool (JIVE)

[ l |

Service Activities ‘

‘ I

Networking Activities Joint Research Activities

E—

wP8

WP1
Management
of 13
T.C.Yun
(JIVE)

WP2
EVN-NREN
Dr. R,
Hughes-Jones
(DANTE)

WP3
eVSAG
Dr. F. Colomer
(CNIG)

WP4
Communication
K. Yun
(JIVE)

WP5
Cloud
Correlation
Dr. A. Szomoru
(JIVE)

WP6
High Bandwidth
on Demand
P. Boven (JIVE)

WP7
Computing in a
Shared
Infrastructure
Dr. M. Kettenis
(JIVE)

Provisioning
High-Bandwidth,
High-Capacity
Networked
Storage on
Demand
Dr. A. Mujunen

(TKK)

S ——
| NEXPReS Management Team:

I
|
| Coordinator, Project Manager, |
| Leaders of WP1, WPS, WP6, |
{WP7, WP8 :

__________________
Last updated: 28 October 2009

NEXPReS Organogram highlights inter-project relaships and the project's relationship with the EC

The purpose of the Board is to identify common goband work through consensus. In the case wlgrgeosus
cannot be reached, the Chair can call for a vateBoard voting will be decided by a simple majgri Any
member can request that the vote be held via privaliot. The PC will cast a vote only to breasti Board
members who cannot attend meetings can abstaskarmther board member to cast their vote byngito the
PC in advance of the meeting. Meeting quorum élkwo-thirds of the full Board, including proxiabktentions.

The Management Team consists of the PC, represa#étom the Work Packages and the Programme Mainag
(PM). The leader of WP1-Management of Consortiuthrepresent all four of the Networking ActivitiesThe
remaining four work packages (two Service Activitend two Joint Research Activities) will be reprged by the
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respective WP leaders. The MT will work towards fulfilment of the requirements of the project aadt upon
decisions of the Board.

The leaders of each WP are responsible for relayifogmation from the PC and the Board to the panrwhile
providing information on the partners' activitiesthe Project Office. The activity leaders areoasible for
collecting and providing WP deliverables to thejebOffice. They also prepare their respectivaipns of the
period reports. WPs are further subdivided ink$a Tasks compartmentalize work and provide ataarack
progress and report on activities that are notliidimked to one another.

The selected organizational structure closely net¢he way in which work is pursued and completghinvthe
project. Regular meetings between WP leaders dsawbletween all participants will help distribiriéormation.

2.1.2 Finances

The Project Office will receive funds from the Coission on behalf of the entire project and distigbilnem
within the project as outlined in the contract dundher clarified by the Board. Each institute vaié submit
financial documents outlining their costs alongvatdit certificates as required by EC regulationgrder to
continue their financial participation in the projas defined by the contract. WP leaders wilhgafinancial
information at the WP level and provide it to thejEct Office where it will be consolidated to pide a project
level overview. The Project Office will monitordlspending of the project as a whole and may pepadgetary
changes to the board when these are deemed ngctessaret the objectives of the programme.

The Project Office will maintain a 15% contingeriapnd to be used at the discretion of the Boarditdress
unexpected events. The expectation is that pesxéimg will be distributed in full, with successigistributions
dependent on the financial claims provided by gaotner over the course of the project. In mastuchstances,
all funds will be distributed to the project menas outlined in the proposal.

2.1.3 Project Communications

The Project will have multiple types of communioatdirected both internally and externally. These
communications will be organized and managed byPtiogect Office, mainly via WP4 (“Communications”).
Centralizing the organization of meetings will hefread information between parts of the projeat do not
naturally collaborate, as well as record the atgigifor reporting.

Externally, communications will fall into two magategories: official communications with the Comsios and
general communications to the community (researgeneral public). Commission communications il
defined in the contract, and include regular repartd updates, including annual period reviewse gdriod
reviews will include descriptions of activitiesasll as financial reporting. Non-Commission comineations
will be pursued both in an organized manner viakmeohannels as well as opportunistically. The comity has
fostered a small but growing list of contacts ia general press; scientific and research commuaicpaths are
well known and will be used. The project will becassible for interested parties by a web site imigrnal
communications shielded from the public.

Internally, the project communications will be angaed around a set of recurring events. The mogbas are
the period reviews. The entire project will be ritiabd to produce the required documentation fer rieviews
including input from the Board via the Board Meg8rheld prior to the report's submission. Besilegeviews,
all-hands meetings and smaller WP-centric or sgpali:p focused meetings will be planned. Theseheilheld
off-cycle to ensure that additional communicationsur throughout the project period. The Projeitic® is
planning for several larger meetings in which aarngj of the project partners will participate:

- Kick-off Meeting

- Board Meeting (annual)

- Network Lightpath Technology Meeting

- End of project Science and Technology Meeting

We expect that several of these meetings can becabted to ensure increased attendance. Somes# th
meetings may also be converted to telecons or widdbit is determined that they will be equallsoguctive that
way. In addition to the larger person-to-persortings, the WPs will have regular communicatiorsstelecons,
vidconfs and mailing lists. The Project Office lwibt insist on the reporting of the actions of gvaeeting,
instead it will urge that smaller meetings be tetlnd announced centrally so that their occurreanée cross
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referenced against mailing lists and other existimgmunications. The project will maintain a collen of all
minutes, deliverables and reports on-line.

We also expect partners to participate in a vanétyeetings not organized by the Project. Thgdetdffice
will collect and track the presentations givenhaise meetings.

2.1.4 Interaction with Other Projects

NEXPReS resides at the nexus of activities (rebeand operations) as well as of communities (astron
networking, computing, storage). NEXPReS has @géitforums in the form of WP2 and WP3 for
communications with the NREN and EVN operators. iiddally, NEXPReS will interact with other project
(RadioNet, EuroPlanet, PrepSKA) and facilities (LA Apertif and other SKA pathfinders) to help itiénthe
processes and technologies that will be most usefile progress of radio astronomy. Some of tirgseactions
occur naturally when scientists and engineers ptabeir findings at meetings and conferences, logmprogress
reports on e-VLBI are given at (board) meetingstbkr projects. Occasionally meetings of diffeqgmtects will
be scheduled to take place at the same venue. Eha&irong commitment to exchange experiencegaod
practices in the astronomy community. Several amgaions have submitted letters of support indigatheir
interest in and support for the goals of NEXPR&8ese letters are included with this report aspoeadix.

B 2.2 Governance and Service Models

NEXPReS will be organized in a manner consistettt wiher project in the community. A Board, corspd of
one representative from each partner in the projélitset the overall direction of the projecthd Board will
select a chairman who will ensure that the Cootdimianplements the decisions of the Board. TherGioator
will be charged with carrying out the desires af Board and ensure the proper functioning of tlogept (e.g.,
distribution of EC funds, reporting to the EC). eTManagement Team, comprised of the Project Maragkthe
activity leaders for WP5, WP6, WP7 and WP8, sugpibre Coordinator in the oversight and controhef project.
The details of the interactions between the Badwel Coordinator and the partners are defined irCbrgsortium
Agreement signed between the partners of this ¢troje

B 2.3 Beneficiaries
2.3.1 JIVE

JIVE was created by partners in the European VL8iwork (EVN). Its primary task is to operate theNEMIkIV
VLBI Data Processor (correlator). JIVE also prog@ehigh-level of support to astronomers and tHestepe
Network. JIVE is hosted by ASTRON (the NetherlaRdsindation for Research in Astronomy) in Dwingeldbe
Netherlands, and funded by nine national reseasahails and national facilities: Netherlands Orgatibn for
Scientific Research (NWO), Science and Technolaagilfies Council (STFC), National Institute for
Astrophysics (INAF), National Astronomical Obsewmé¢s, Chinese Academy of Sciences (NAOC), Onspie&
Observatory (OSO), National Geographical Insti{fi@N), Max Planck Institute for Radio Astronomy (MR),
Netherlands Institute for Radio Astronomy (ASTROBMNd National Center for Scientific Research (CNRS)
Although it is established as a Foundation unddcbiaw, it is a the only European legal entitein radio
astronomy. Serving as the central node for the BVN foreseen that JIVE will be transferred iat&uropean
Research Infrastructure Consortium (ERIC). JIVEisgion is to (i) maintain and develop the EVN datacessor
at JIVE, (ii) support astronomers and the netwdradio telescopes in Europe, (iii) develop nevhteslogies for
VLBI (both hardware and software), (iv) advance VldBserving techniques and applications; (v) cohdutting
edge scientific research using VLBI and other asinoical facilities. JIVE staff are also active upgrvising both
PhD students at Universities and local postdotgE has built up considerable expertise in managing
administrating (European) projects on behalf ofEMN, in line with the original motivations for the
establishment of the institute. For example, hle with Space science, which resulted in spectaculLBI results
during the Huygens landing on Titan, was initiaa¢dIVE.

JIVE will act as the Project Coordinator for thimject, responsible for communicating with the B anediating
financial transactions between the EC and partn&dslitionally, JIVE staff members will lead WorlkaBkages:
WP1, T. Charles Yun; WP4, Kristine Yun; WP5, Ardazbmoru; WP6, Paul Boven; and WP7, Mark Kettenis.
JIVE will lead WP5, and be involved in all aspethe implementation of flexible buffering, implentation of
VDIF, quality monitoring and station remote contaold automated network-dependent correlation. RY\MVE
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will formulate requirements and implement compordat automated correlator operration and deveieSFXC
software correlator to meet the formulated need3/VP8 JIVE provides correlator/buffer interfacitagpls and
software for integration of the prototype storafggrents into the correlator process.

The biographies of selected individuals are lisiekbw:

Dr. Huib Jan van Langevelde is the director of J&fie will be the Project Coordinator for NEXPRé&n
Langevelde was the Project Coordinator for the EXPRroject in which 19 partner institutes connecaelib
telescopes located around the planet via sharattastructures to showcase the scientific improvesipossible
when research hardware was used in conjunctionthétlinfrastructure. Van Langevelde has worketaty
radio facilities around the world observing mashis,specialty, as well as investigating data pseirey
techniques. Van Langevelde has an appointmergideh University where he supervises several Ph@esis.

Dr. Arpad Szomoru has been at the forefront ofdénelopment of e-VLBI in Europe. An experienced@sbmer,
Dr. Szomoru is also an accomplished software eegiaed the success of various e-VLBI tests made thedast
few years has hinged on his ability to modify elatseof the EVN correlator to make it process (witharious
limitations) real-time e-VLBI data. He has alsoydd an important role in understanding and overogrttie
various bottlenecks and hurdles that were encostduring the course of the EXPReS project. Helveilbne of
the key personnel in ensuring the success of théMReS project.

Paul Boven studied applied physics at the UnivedditTwente. He previously worked at SARA, the Dhutc
national centre for high performance computing aevorking where his responsibilities included higbel
system management and design, sales support ardaxtonsultancy. He joined JIVE in December 2886he
network specialist for the EXPReS project. In thstdew years at JIVE he has designed and implexdehe
JIVE networking facilities to enable real-time e-®Bl. and managed the international connectivity E. He
has led the drive to achieve 1024 Mbps e-VLBI cdjglior most of the EVN telescopes and pioneesethe
novel networking uses such as 'Merlincast' (theafiddulticast to duplicate VLBI data streams) agtiptical
Robin', a skewed traffic distributor to help malesbuse of limited networking resources.

Dr. Mark Kettenis is working as Software ProjecieBtist at the Joint Institute for VLBI in Europ&VE).
Kettenis received his PhD from the University of gterdam in The Netherlands under supervision of_[1.
Suttorp and Prof. Dr. H.W. Capel. In December 2080kuccessfully defended his Thesis titled “On the
Inhomogeneous Magnetised Electron Gas”. Kettemie{JIVE in 2004 after working in industry for seal
years. He has worked on or is currently involvethwiveral projects including ParselTongue, the\Mkardware
correlator, the software correlator and the intéomal VDIF taskforce. He is also core developethaf OpenBSD
operating system and long-time contributor to G, GNU debugger.

Kristine Palmquist Yun has a master's degree orimétion science and previously worked as an infbion
architect, organizing and designing the user erpes for complex web sites, and as an informatianager for a
news company. She joined JIVE in 2006 as the EXRARéBc outreach officer and has been responsible f
maintaining the EXPReS web site and wiki, writimglassuing press releases, designing brochurepastdrs and
organizing outreach activities.

Zsolt Paragi obtained his PhD in astronomy andphysics in 2001 at the Lorand Eotvos UniversitBiudapest,
Hungary. He joined the EVN Support Group at JIVR@®2. From 2006 ha was e-VLBI support scientisidE.
As a member of the EXPReS e-VLBI Science Advigergup, he contributed significantly to the change
observing policy that allowed new type of sciepogjects to be observed by the EVN. He plays #nential
role in e-VLBI science. Since 2008 he is seniorpsupscientist at JIVE.

T. Charles Yun spent the past three years at JBBeProject Manager for the recently complete®EXS
Project. He was the primary contact for projectqers and the main interface to the European Casion.
Prior to JIVE, Charles worked for Internet2 wheeehelped specific research communities take adgardathe
shared network infrastructure in the Unites States; of his communities during this period was saitronomy.
In the distant past, Charles has been a technalogsultant, automotive engineer and coffee tra@drarles
completed his graduate studies at the Universitfichigan, School of Information in 1999.

2.3.2 ASTRON

ASTRON is the Netherlands Institute for Radio Astsmy, and is part of the Netherlands Organisation f
Scientific Research (NWO). It provides the fromteliobserving capabilities of the WSRT and LOFARacad
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telescopes for use by Dutch and international astrers in a wide range of fundamental astrophysessarch
projects. ASTRON has a strong and broad technalegglopment programme, encompassing both innovative
instrumentation for existing telescopes and the te®lnologies needed for future facilities. ASTR@Isb
conducts a vigorous programme of fundamental asinical research. ASTRON is involved in large scale
software and system development. It coordinate&E@é&P7 RadioNet and FP6 SKADS programmes and
participates in various other EC projects: EXPRES,Fand PrepSKA FP7. ASTRON enjoys extensive
collaborative contacts with Dutch Universities &aio Astronomy institutes all over the world. Ag tead
institute on the LOFAR project, ASTRON participatedandwidth on demand aspects in WP5 and hag eole
on archives in WP8. Besides the key people listdvip, important input on the eVSAG (WP3) is expddrem
ASTRON experts on LOFAR and VLBI science and openast

In WP6, ASTRON will integrate BoD usage with theang-Term Archive storage. In WP8 ASTRON will lead
the development of applying on-demand storage alegmito the framework of long-term buffer platfofan
archival and data reprocessing purposes.

Dr. Hanno Holties is System Engineer in the Radis&vatory department of ASTRON. He received hid fPh
Physics for research on fusion plasmas through roatesimulations. Since 2002 he has been respleribthe
software and ICT systems of the Westerbork Synshieadio Telescope (WSRT). Within the RadioNet FP6
program, Holties has led a project developing tbeti\Star tool supporting astronomical proposal Ssbions and
assessments. This tool is currently in use bydef@ss worldwide and it is currently being extentiedupport
optical telescopes as an objective within the ORINC-P7 program. From 2007 he has been LiaisorhtoRadio
Observatory to the LOFAR development project armegsponsible for the design and implementatioref t
LOFAR Long Term Archive. This activity entails bdihg an archive distributed over European compateess
to be operational in 2010. Besides managing anttibating to the related activities at ASTRON,ntolves
participating in international working groups arabudinating activities with two major Dutch commgiprojects
(BiG Grid and Target).

Dr. Tom Oosterloo is Senior Astronomer in the Astnmy Department of ASTRON. He received his PhD in
Astronomy in 1988 for research titled 'Angular Maorhan in Binary Spiral Galaxies' under supervisidfmof.
Albada. He has held positions at ESO (Garching)PRGa Palma), ATNF (Sydney), and INAF-IASF (Milaa
Astronomer and Software Specialist. Oosterloo@sRhincipal Investigator for the Apertif projecthieh is an
upgrade project for the WSRT enhancing the datagadapabilities resulting in a large increasehaf produced
data rates. He is member of several astronomicgrBmme Committees, the ASKAP Survey Science Pnoge
Committee, and has been the ALMA System SciendisEkecutive Software. Oosterloo is currently supséng
two PhD students and has published over 100 astigabpapers in refereed journals.

Dr. Peter Maat is Optical System Engineer in theeRech and Development department of ASTRON. Heived
his PhD in Applied Physics at the Delft UniversitiyTechnology for the research on photonic intezgtalectro-
optic switches for optical communication systemenir 2000 to 2003 he worked as research scientisedR&D
lab of JDS Uniphase at Eindhoven, where he worketthe development of source lasers and photoregiated
circuit technology. At ASTRON he leads, as wideaanetwork workpackage manager, the developmentahd
out of the data transport system for the intermatid. OFAR telescope and is, as leader of the phiotechnology
development activity at the ASTRON R&D lab, respblesfor the initiation and execution of R&D protedor
the development of innovative photonic data praogsand transport systems for phased array ratbedepes.

Dr. Antonis Polatidis is the Head of the Science@ut Group of the Radio Observatory departme®STRON,
since 2009. Following a degree in Physics fromAtistotle University of Thessaloniki, Greece in B3e got his
PhD in Radio Astronomy from the University of Marsker (Jodrell Bank) in 1993. He held positionthat
Onsala Space Observatory, Sweden, the Max Plastikute for Radio astronomy in Bonn, Germany andi4E.
His research interests are focused on the parsée-situcture of active galactic nuclei and thewinnuclear
atomic and molecular gas in AGN, Ultra-luminoug@afed and starburst galaxies. Throughout his cdree
developed an understanding of the technical aedatipnal aspects of VLBI at at his current positi is
responsible for the scientific support of the Westek synthesis telescope and the International AREelescope.

2.3.3 INAF

The Istituto di Radioastronomia (IRA), member c# tatituto Nazionale di Astrofisica (INAF) operategjor
national infrastructures (the Medicina and Noton32adio telescopes) and is responsible for desigmstruction
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and operation of the Sardinia Radio Telescoperabgadic 64-metre antenna. IRA is a founding mendiehe
European VLBI Network (EVN) and member of the Inironal VLBI Service for Astrometry and Geodesy
(IVS). Itis involved in major international growimhsed projects such as ALMA, LOFAR and SKA. IRAtsathe
Italian ALMA Regional Centre on behalf of the Istib Nazionale di Astrofisica. IRA has gained exiserin the
development of state-of-the-art components for mbmfem receivers including MMICs and has extensive
experience in working with cryogenically cooled lowise amplifier systems. In the framework of th@ finded
project FARADAY, IRA prototyped a multi-feed arrayyogenically cooled receiver at 22 GHz, and isali@ping
a new generation of multi-purpose digital back-efagsadio astronomy. IRA supports various highelev
educational programmes (Courses, Master Thesi®hbd) in collaboration with several university depents
in Bologna, Cagliari and Catania.

For WP8, INAF will participate in the developmerittools and integration systems as well as pasdieipn the
testing of the systems

Dr. Franco Mantovani is the Senior Scientist of ldti#uto di Radioastronomia with main scientifiderest in
Active Galactic Nuclei, polarimetric interferometnadio source evolution. Involved in VLBI actiwg for many
years, he was Board member of European VLBI Netwaofrkhe International Square Kilometre Array Stegr
Committee, of the International VLBI Service ford@alesy and Astrometry, of the EXPReS project. Hé wil
coordinate the tasks assigned in NEXPReS JRAZettstituto di Radioastronomia.

Dr. Mauro Nanni is the Senior Technologist of thttlito di Radioastronomia with expertise in softevéor data
analysis and archiving. He coordinated the Astranahbatabase WG for the National Astronet projact)
worked in astronomical archives projects like AvV@l&kyeye. He designed the network of the CNR Caripu
Bologna. He is Chairman of the campus computenseieommission and member of the CNR and INAF
commission for network infrastructures and serviéesthe responsible person for the Italian networle-VLBI
he managed the IRA participation in the EXPReSqutojSimilarly, the relationships between the Eamili
Romagna Region, INAF, and GARR (the Italian NRE®Y)dptical fibre connections between the Italiadioa
telescopes and the GARR network will be managekifmy He is Board member of the CyberSar projecirajno
set up and connect the “grid clusters” of the sdfiemetwork of the Sardegna Region. He will hareactive role
in the NEXPReS WP8 activities.

2.3.4 MPG

The Max-Planck-Institut fuer Radioastronomie (MBIfRone of 80 independent research institutek@Max
Planck Society (Max-Planck-Gesellschaft - MPG). Trisitute is primarily active in the areas of m@distronomy
and infrared astronomy. The institute operatesl@em radio telescope in Effelsberg, one of theldi®most
important facilities in radio astronomy. The MPI&i&o leads the operations and further developnfahieo
Atacama Pathfinder Experiment (APEX), a 12-m tedpscin the Chilean Atacama Desert built in 20052007
the institute completed the first stage of therima¢ional LOFAR station DE-1 at the Effelsberg site2009 the
second half of the station was installed. MPIfRfdtas been involved in VLBI since the mid 1970sl &xas been
operating five generations of VLBI correlators. antly, the MPIfR operates a new-generation cotoelaa
software correlator as a result of an internati@oalperation with the USA, Australia, Italy and leimd. The
MPIfR hosts several technical labs, which develgpigment for mm-cm, mm-submm, infrared, and optical
telescopes. In terms of future observational aneld@ment activities, the institute takes part muaber of large
projects, such as the German-American airbornereasey SOFIA, the Atacama Large Millimeter Array
(ALMA), the further upgrade of the 100-m radio &epe in Effelsberg, the planning of the Squarerddtre
Array (SKA), optical interferometry facilities (VUTand LBT), and the further development of VLBIhgh
resolutions (millimetre wavelengths and space VLBI)

MPIfR personnel has outstanding knowledge in viyugll areas of the VLBI observing technique liggy. Field
System and antenna calibration. In cm-VLBI MPIfRaisimportant member of the European VLBI network
(EVN), the High Sensitivity VLBI Array (HSA) and eogbserves regularly with the US VLBA array. The NI
organizes the Global mm-VLBI Array (GMVA), a 13-anha array that observes regularly at 86 GHz and
correlates all data thereof.

The MPIfR will contribute as a participant in te&lof WP5 (Cloud Correlation). The proposed taskdsuilirectly
on the work done by the MPIfR within the FABRIC JRAEXPReS. All MPIfR personnel involved in FABRIC
will also actively contribute to NEXPReS, hence mgkoptimal use of the experience gained in EXPReS.
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Prof. Dr. A. Zensus (Director) will be overall regsible for the participation. He will be a membéthe new
Board. Dr. Walter Alef (head of the VLBI technolodgpartment; actively involved in EXPReS) will be
responsible for the administration and organizatibthe NEXPRES activities at MPIfR. Dr. Helge Roénn
(member of the VLBI technology department, activielyolved in the EXPReS JRA: FABRIC) responsibletfee
development of the DiFX Correlator and of the negitdl VLBI Backend - DBBC. He will manage the
implementation of task 3 in WP5. Dr. Dave Graharerfrher of the VLBI technology department). He wilbest
the project as a technology advisor in all aspettask 3, particularly with field system integatiissues.

2.3.5 UMAN

UMAN is the largest single-campus university in th€, with 27,000 undergraduate and 10,000 postgredu
students. The Jodrell Bank Centre for Astrophy&I&CA), which is an integral part of UMAN’s Schaufl
Physics and Astronomy, is the largest astronomyaatidphysics group in the UK. JBCA runs JodrehiBa
Observatory, home of the 76-m Lovell Telescope, tarce-MERLIN/VLBI National Facility. It has a brda
ranging research programme, from studies of sd¢ésnmas to the origins if the Universe, and mosoasiysical
phenomena that lie therein. JBCA also has a stiectgnology programme, with groups working on
instrumentation R&D for multi-pixel cameras for dtes of the Cosmic Microwave Background; for a widege
of technologies for the SKA, for broadband datagraission, for improved receiver systems and fgorghmic
development. JBCA is also the host organisatiortferSKA Programme Development Office and the ALMA
Regional Centre.

UMAN will design testing systems to test and vai@BoD connections in WP6. For WP8, UMAN wiill
participate in the development of tools and intégrasystems as well as participate in the testifrthe systems

Prof. Ralph Spencer is Acting Director of the JddBank Centre for Astrophysics at the Universify o
Manchester. His PhD (1970) was in cosmic ray plsysie has worked on the development of interferoradis
radio astronomy since the 1970’s, leading worktendevelopment of phase stable radio linked intenfieters
with 100 km baselines. This work led to the develept of the MERLIN array of 7 telescopes now opstas a
National Facility by the University of Manchester PPARC. His interest in VLBI started in the |a&70’s and
was responsible for running VLBI operations at &ldBank Observatory until the mid 1990’s. The Epgan
development of the 1 Gbps MKIV tape VLBI system wasby him. The electronics in this system nowdfee
signals to the 1 Gbps MK5 disc recorder used itimewoperations. A pioneering demonstration at IBGR002
showed the feasibility of using the Internet athéata rates for VLBI, and work on this has corgishwith recent
developments using switched light paths providethkyUKLight project. The ESLEA project, exploiting
UKLight has enabled up to 1 Gbps real time openatia e-VLBI. He is head of the fibre optic groupladrell
Bank, which has developed the use of fibres inaradironomy for data transport at rates up to U20sGHis
astronomy research has concentrated on the prepeftimicro-quasars. Prof. Spencer is a Fellovw@Royal
Astronomical Society.

Prof. Simon Garrington is Director of Jodrell BaBkservatory and is project manager for e-MERLINRa
Meuro project to upgrade the MERLIN network of atiklescopes spread across the UK. This has indohee
installation of approx 100 km of new optical fiiceconnect the remote telescopes to dark fibrekgtimat have
been leased from various providers. Along withfthee connections, the project includes new reasiveignal
processing and transmission electronics and a eetvat correlator capable of handling 240 Gbpstnde has
developed software for radio interferometry andticares to be involved in MERLIN and VLBI operatioat
Jodrell Bank Observatory. His research uses aofsadio telescopes (EVN, MERLIN, VLBA, VLA) to adeks a
range of topics from young stars to distant galaaied he has over 100 scientific publications udiclg well-cited
work on radio galaxies and quasars.

Other key personnel at Jodrell Bank are Paul Bar¢®sr. Scientific Officer) and Dr. A. Gunn.

Dr Neal Jackson is a Reader in Radio Astronomiia@tiniversity of Manchester. His PhD (1989) at &ddBank
was in the study of active galaxies using radio @ptital observations. Following that he spent &rges a
postdoctoral fellow at the University of Manchesterd then 3 years as a postdoctoral researcheidsn
Observatory, Netherlands, working on observatias&lonomy including radio observations and HST.ddéa
then obtained a lectureship at the University ohbtaester. His main research interests are in thty sif
gravitational lensing, a significant part of whicas been VLBI studies of the CLASS radio-loud g&tional lens
survey. He is also PI of an e-MERLIN legacy projectgravitational lensing, which is likely to inde follow-up
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observations with other radio arrays including VlBlorder to measure mass distributions in disgafdxies. He
also coordinates an EU Marie Curie Training Site.

2.3.6 OSO

Onsala Space Observatory (OSO) is the Swedish iNdtieacility for Radio Astronomy. It is operated by
Chalmers University of Technology. The Swedish Rese Council evaluates and provides funding for its
operation. OSO operates two telescopes at Onsaaacm-wave telescope and a 20-m mm-wave telesdbis
one of three partners in the APEX Project, a 12immmm telescope at 5100 m altitude in Chile. Thiotigs,
Sweden has 21% of the APEX observing time (Chitéaa subtracted). OSO also has a strong receiver
development programme for mm and sub-mm wavelen@B©’s main purpose is to provide Swedish, and
international, astronomers with the possibilityptosue astronomical research in frequency banteinadio
range from about 0.8 GHz up to 1.5 THz. In additi®@®0O provides the channel through which Sweden is
involved in large international radio astronomyjpots, such as the EVN, JIVE, LOFAR, SKA, and ALMA.

OSO will participate in the demonstrations of Bafixluding those at high speed, in WP6. In WP7 Q8O
formulate requirements and implement componenttefescope operations & observation schedules & the
science goals formulated in the proposal. For WIBO will participate in the development of toatsla
integration systems as well as participate in ¢éiséirig of the systems

Dr Simon Casey is a research engineer at Onsatze&paservatory. His undergraduate studies were in
technological physics at the University of Manchestesulting in an MPhys degree in 2004. He cotagdlais
PhD work at Jodrell Bank Observatory in 2008, whitlolved investigating the use of the UDP protdoolhigh-
speed e-VLBI data transport, and observing thectffef missing data on VLBI correlations. He hasradepth
knowledge of modern programming languages, antbdsexperienced in debugging performance issueadr
hosts.

Dr. John Conway and dr. Michael Lindqvist are iheal experts in VLBI and are expected to play anilej role
in the NEXPReS activities at Onsala. Both combif@ekground in astrophysics with a profound unéeding
of the technical and operational aspects of VLBIdnway also plays a defining role in Sweden’sipigation
in the e-LOFAR project.

2.3.7 VENT

Ventspils University College (VUC) is one of thatiing higher education establishments in LatviaCutffers
both academic and professional studies in varipasialities, particularly in Electronics and Infation
Technologies. During the academic year 2009/201€¢bunted 900 full time students. Three researstitutes
are established at VUC. Two of them — Ventspilefdmational Radio Astronomy Center (VIRAC) and the
Research Engineering Centre (REC) will be involwethe NEXPReS. The primary tool of VIRAC for radio
astronomical observations is the 32-m diameteworsdescope (RT-32), situated 30 km from Ventsfilss radio
telescope, left by Soviet Army after its withdravirmm Latvia, is now being equipped with the neeegs
equipment in order to take part in VLBI and sindigh radio astronomy observations. There are ciyr&
scientific staff members at VIRAC and this numltseexpected to grow. The main objective of REC igriavide
advanced problem solving services and to promatentdogical competitiveness and development oftelaics
and electrical engineering sector. REC conductiezppesearch in mathematic modelling, telecommations,
electronics and engineering. The main tool for lpglformance computing (HPC) in REC is a compuretio
cluster server. Many students are involved in ddivegr thesis work and other research activitieglRAC and
REC.

VENT will assist PSNC in middleware development WitP7.

Dr. lvars Smelds (Leading researcher of VIRAC amwmiar lecturer of VUC ) is the main person involvedhe
NEXPReS project from VIRAC. He is the leader of tHeBI group of VIRAC and is responsible for deveiog
VLBI technologies and their implementation at tHeehe Radio telescope. His research interestridsei field of
interstellar matter as well as in the radio logatdd natural and artificial bodies in the solarteys. lvars Smelds
also has a position as a teacher in VUC.

Dr. Normunds Jekabsons (Leading researcher of REEGanior lecturer of VUC ) is the key person imveal in
the Project's high performance computing (HPC)idigs. His current scientific interests are rethte Computer
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Fluid Dynamics, Mathematical Homogenization overd@m unit cells in the advanced materials resefetth
utilization, coding and local development of HPGtsyns. He is the author of VUC undergraduate aredeana
degree courses on numerical methods, basic congpaigorithms and UNIX OS.

238 FG

FG (Fundacion General de la Universidad de Alcat@ydinates and manages administrative issuesdetat
Third Parties, the European Commission and othdiemn behalf of the University of Alcala. The I@INstituto
Geografico Nacional), as a third party to FG, oferaational facilities at Yebes including the rebe
commissioned 40-m, millimeter-wave, radio telescd@ is particularly involved in RF-technology ddapment
including quasi-optics, in its laboratories at Cemistronomico de Yebes (CAY-OAN). IGN successfully
organized the week long Science and TechnologyafjlBaseline Real-Time Interferometry: The 8th
International e-VLBI Workshop as part of the EXPR®8ject and will build upon the work to organize
NEXPReS's eVSAG meetings, including the end of NBE® Sci/Tech Workshop.

Dr. Francisco Colomer was born in 1966 in Valer{Spain) and graduated in 1989 from University oféviaia,
after which he moved on to get his PhD in Astron@ng Space Sciences from Chalmers University of
Technology (Sweden) in 1996. He spent half of thB Bme at Harvard-Smithsonian Center for Astroptg/s
(USA). Since 1998 he is a permanent staff memb#reaDbservatorio Astronomico Nacional (OAN-IGNs A
coordinator of the overall VLBI activities for Asinomy and Geodesy, he is an active researchee ifield of
studies of spectral line emission in evolved st&ing very long baseline interferometry, with mtran 70
publications in refereed journals and 700 citatidtes will be responsible for the WP3- the eVSAGNIBXPReS.

Dr. Pablo de Vicente graduated from Universidad @lotense de Madrid in 1986 and spent predoctoral
fellowships at IRAM (France) and the Max-Plancktitios fiir Radioastronomie (Germany). He got his RitD
UCM in 1994. He is the coordinator of the technsphects of VLBI at OAN/IGN, including the new 40radio
telescope at Yebes, which was linked to GEANT tgtothe EC project EXPReS. He is a member of the EVN
Technical Operations Group (TOG).

Dr. Rafael Bachiller graduated in Astrophysics &ontdamental Physics from Universidad Complutense de
Madrid (Spain) in 1979, got his PhD at Universigé@renoble in 1985, and from Universidad Complugedtes
Madrid in 1986, when he became a permanent stafitree at the Observatorio Astronomico Nacional (OAN-
IGN). He has been the director of OAN since 20B2.is an active researcher in the field of stamtion, in
particular in the study of mm- and submm-wave spétihes, with more than 150 refereed publications

2.3.9 NORDUnet

NORDUnet is the regional research & education ndtfor the 5 Nordic countries (Norway, Finland, Siea,
Denmark, Iceland). NORDUnNet has more than 25 yefanistory in state-of-the-art networking for thesearch
community, and has participated in numerous advhmternational initiatives, including EU-fundedtiatives.
Recent initiatives include strong contribution®SMET, GN2, GN3, and FEDERICA.

NORDUnet today has a fibre-and-DWDM core infrastoe providing lambda and hybrid networking sersice
and a state of the art 10 Gbps IP network. IntamfdiNORDUnet hosts the Nordic Data Grid Faci(iyDGF), an
advanced facility for e-Science and grid computseayeral high-level services for the research conityyuand
provides operations and management services thithiegRordic University NOC (NUNOC). As such,
NORDUnet is a provider of infrastructure for edimatand (e)science.

In WP6, NORDUnet will participate in the developrhand testing of interdomain BoD systems and
demonstrations of BoD at high speeds.

Lars Fischer — Chief Technology Officer — is resgible for leading development initiatives and petgewithin
NORDUnet. He leads NORDUnet'’s participation in Epgan projects and initiatives, and its relationstiih
European NRENs and the European networking commusé also coordinates Nordic e-Infrastructurgatives
in collaboration with Nordic partners and workstwiNordic advanced users of e-Infrastructure. Bejmiréng
NORDUnet in 2004, Lars spent ten years in the hateand telecommunications industry as Technicadddr at
Tele2 and COLT Telecom. Before this, Lars carrigtiresearch into programming systems and collalverat
computing environments. Lars has worked with adednmetworking and computing systems for the paste2ss.
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Brian Bach Mortensen — Optical Network Architedtas a PhD in Electronic Engineering (on hybrid tetec
optical packet switches). He previously workedhat Technical University of Denmark, and has beerkwo
package leader in the MUPBED FP6 project. His wardas are optical networking and control planereldyies.

Alberto Colmenero — Optical Network Architect —rjed NORDUnet in 2007 and has since worked on thigde
and definition of NORDUnet's L2 transport netwoHe is responsible for architectural service anavosgt
evolution of the L1 and L2 network. Alberto has @d8n Telecommunication Engineering, and duringéis
years in the telecommunications industry has workitld the design and implementation of L1, L2 ar8ldccess
and transport networks.

2.3.10 SURFnet

SURFnet is the National Research & Education NetwWNREN) organisation in The Netherlands. SURFnet
develops and provides innovative services for eiitucand research in the field of network infrastrue,
authentication and authorisation and on-line mudtiia collaboration services. SURFnet provides actethese
services to over one million users in higher edocadnd research in the Netherlands. SURFnet isop&URF,
the collaborative organisation for higher educatitstitutions and research institutes, which togetre working
on breakthrough innovations in ICT. For more th@ry@ars SURFnet has been one of the world’s leadisgarch
network operators. SURFnet contributes mostly #6\hot only are they a key player in the fieldighamic
connectivity, but they are also the connectivitgypder for the correlator at JIVE in the Netherland

SURFnet will participate in the development anditgsof interdomain BoD systems and are a key jgarimall e-
VLBI observations and demonstrations.

Kees Neggers is one of the founders of SURFnédtarNietherlands and has been one of its Managirexons
since 1988. He received an Electrical Engineerigyele from the Eindhoven University of Technolagy972.
Neggers started his carrier as a staff member aflaisory committee on computing infrastructuréhi® Dutch
Minister of Science and Education. He worked atGbenputing Centre of the University of Groningeonfr 1975
until 1984. In 1984, Neggers became one of the giagalirectors of the University Computing Centrne i
Nijmegen, where his networking career started. Bgan became the Dutch national node in EARN andowas
of the drivers towards a national research netwotke Netherlands. From there on, Neggers becaaeilly
involved in international research networking. Hesvamong the founders of RARE, ISOC and the RIPENC
and served for many years on the Boards of thaggn@ations. During this period he was involveanany
initiatives, notably COSINE, CCIRN, Ebone, DANTEmAterdam Internet Exchange, the merger of RARE and
EARN into TERENA and more recently GLIF, the Globaimbda Integrated Facility.

Peter Hinrich studied Physical Chemistry at thevidrsity of Amsterdam. After receiving his degreetiom subject
of laser spectroscopy of supercooled molecule®89he moved to Leiden University where he recehisdPhD
in Theoretical Chemistry in 1995. After a shortipdrworking as a post-doctoral research fellowjdireed
SURFnet in 1996, where he started as Account AdviSarrently, Peter is Community Manager Scienadian
responsible for the communication between SURFnétlae scientific user community, informing thenoab
possibilities new technology offers and identifyihgir requirements.

2.3.11 PSNC

Poznan Supercomputing and Networking Center (PSdl@ffiliated to the Institute of Bioorganic Chetnysof
the Polish Academy of Sciences (Instytut Chemiidgganicznej PAN) and is responsible for the develept and
management of PIONIER, the national research né&twoPoland, which is connected to the GEANT2 neknat
10 Gbps. PSNC employs about 200 people. It is a@ BEntre, Systems and Network Security Centre dsawe
R&D Centre of New Generation Networks, Grids andds. PSNC is also the operator of Poznan Metitgyol
Area Network POZMAN. PSNC is the Centre of Excatieiof Sun Microsystems Inc. and Microsoft Innovatio
Centre. The institution has participated and pliticipates in numerous FP5, 6 and 7 EC projegts Buropean:
RINGrid (031891, PSNC is the project coordinat®@RII (Deployment of Remote Instrumentation Infrasture
- coordinator), GridLab(PSNC was the project coaattir), CrossGrid, EGEE, EXPRES, int.eu.grid antibnal
founded by the Ministry of Science and Higher Edioce PROGRESS, Virtual Laboratory, SGlgrid - High
Performance Computing and Visualisation with thé 6@d for Virtual Laboratory Applications, PL-GRIBnd
PLATON.
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PSNC has a significant experience in differenttsti@ areas like High Performance Computing, irdtveay and
visualization, distributed environment, remote linstentation, software frameworks, workflows or natiking
required to achieve all the project objectives. T#ssons learned from the work on distributed safeacorrelation
within FABRIC (JRA of the EC EXPReS project) argraat advantage for the future work. PSNC will itse
knowledge and experience participating in the dgwalent of new functionality of a real-time distried
correlator, workflows and deployment of the diatitdd computing infrastructure (DCI) within WP7- Couting

in a Shared Infrastructure.

In WP7 PSNC will develop middleware for real-timatintensive computing & do workflow manager
development. For WP8, INAF/UMan/OSO/PSNC will papate in the development of tools and integration
systems as well as participate in the testing @ststems

Dr. Norbert Meyer is the head of the Supercompuilegartment in PSNC. His research interests concern
resource management in GRID environment, GRID aaiog (Global Grid Forum), data management,
technology of development graphical user interfases network security, mainly in the aspects ofnemting
independent, geographically distant Grid domairesidturrently the EU DORII project coordinatorpodinator
of the former EU RINGrid project, and National D&fmrage. Meyer is author and co-author of moae 0
reports and papers.

Dominik Stoklosa received M. Sc. degree in Comp8tEence (specialty: software engineering) fromRbenan
University of Technology in 2003. In 2009 he fingshhis postgraduate studies in Project Managenmdidznan
School of Banking. Since 2003 he has worked fonBoZSupercomputing and Networking Centre. He ppaied
in several national and international projects eoning distributed computing e.g. VLab, RINGrid, RD He
was also a member of FABRIC team within EXPReSamtoyvorking on distributed software correlation.ndoik
Stoklosa has a practical knowledge of Java bastmhtdogies. Since 2007 he is Sun Certified Progranfor
Java 2 Platform. He is also a member of PoznanUagaGroup.

Damian Kaliszan graduated from the Poznan UniweddilTechnology and received his M.Sc. in Computer
Science (Computer Integrated Management and Priodusystems) in 2001. He was also involved in RINGr
and DORII projects. His research interests incldiaia mining, web and Java related technologies.

Marcin Lawenda currently works for Poznan Superaating and Networking Center as a project managénen
Virtual Laboratory project. Marcin Lawenda is thenk package leader of a national project on grithelogy
funded by a research grant of the Ministry of SifienrResearch and Information Technology. He waputy
manager of the RINGrid project and quality managdédORII (http://www.dorii.eu). His research intste
include parallel and distributed environments, siciieg and Grid technologies.

Mateusz Pabis finished his Master of Engineeringist at Technical University of Gdansk in 2006witajor in
distributed systems architecture. His thesis carxegliable grand-scale parallel environment. Higant
professional interests focuses on distributedsfifstems and distributed computations. He is alswdsted in
grand-scale data mining and data processing. Gy tea holds position of Java developer at the High
Performance Computing department in PSNC. He wasvad in g-Eclipse and the EXPRES projects. Afterk
he takes part in programming contests and studigshplogy at Adam Mickiewicz University in Poznan.

2.3.12 DANTE

In partnership with the National Research Netwankd in cooperation with the European CommissionNDE
plans, builds and operates advanced pan-contingptiabl hybrid communication networks for reseaaokl
education. These provide essential e-infrastrudiotk across Europe and globally. In EXPReS, DANVES
responsible for co-ordination of the requests fgidabit point-to-point circuits to connect theetstopes. DANTE
also led the work on provisioning and analysinggbgormance of the 4-gigabit Lightpath from Ongaldodrell
Bank.

DANTE will be our interface to the upcoming GEANB®D services, and liaison to other NRENS.

Richard Hughes-Jones gained his 1st class hon@esrBPhysics from the University of Manchester arfehD in
Particle Physics in 1972. He then collaborated oriérnational experiments at the particle phytat®ratory
CERN in Geneva, including the ATLAS experimenttat LHC, working on real-time Data Acquisition and
Network projects with both technical and collabiatoles. Richard joined DANTE in January 2008ashnical
Customer Support manager, taking on the role giihglexisting and emerging user communities talyebest
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out of the network, and also continues as a VgiResearch Fellow at the University of ManchefRarhard is an
area director for infrastructure in the Open Gridufn standards organisation and a co-chair of #tevbrk
Measurements Working Group. He is also a co-chaliNC member of the annual international workshops
“Protocols For Long Distance Networks” from 20032@09. He is a programme committee member of tkEIE
Real Time Conferences. He has recently been aaheptordinator and contributor to the book “GridtiNorks:
Enabling Grids with Advanced Communication Techgglgoublished by Wiley. He has been responsiblelier
design and implementation of several live netwakdnstrations including the VLBI proof of concept a
iIGRID2002; the Radio Astronomy stand at the DANT@®th at the European Commission conference to thark
launch of the EU's Sixth Framework Programme insBels in 2002 and at the launch of GEANT2 LauncbnEv
in June 2005. He organised and managed the tranBathetworking contributions to the international
collaborations that won the SuperComputing Bandwichallenges for 2003, 2004 and 2005.

Ann Harding - Network Engineer - has worked for SWH since 2007, focusing on service managemengsssu
and the development of service-specific key peréoroe indicators. Before joining SWITCH, Ann worked
HEAnet from 2000 to 2007, as a network engineer &inch 2002, as Network Operations Manager. Henmai
duties were network management, SLA managemengeheontrol, problem management and day-to-day
operations of the HEAnet NOC. She was HEAnet's 8sdort Manager (APM) for GEANT and GEANT2 and
was co-chair of a TERENA Task Force on Life Cyaild ®ortfolio Management for NRENS; she continueas he
involvement in the subsequent Task Force on Manageof Service Portfolios (TF-MSP). Ann is currgritie
activity leader for the GN3 SA2, Multi-Domain NetwkaService Operation.

Jacek Lukasik, Researcher in PSNC (PIONIER operdtar was involved as a software designer and deeelin
GEANT2 project, working on AutoBAHN system productiand continues this work in GEANT3 as lead
developer on the AutoBAHN service track. His cutnessearch areas are dynamic network resource reared.
He is currently the AutoBAHN subtask leader for khdlomain Network Connectivity Services Development

2.3.13 AALTO

Aalto University (formerly known by the short namKK) is the parent organization for Metsahovi Radio
Observatory. Metsadhovi Radio Observatory is a lkimeg partner in the EVN and has been participatingLBI
observations since 1991. Metsahovi operates a tflyrwave radio telescope and is a specialist in niBI\and
geodetic e-VLBI. Since the early 1990's it has ba®m of the few institutes in the world where VLidgita
acquisition systems have been actively construateddeveloped further. Recent and future developrieave
concentrated on maximizing the applicability of Goercially Available Off-the-Shelf (COTS) technolotyyr
multi-gigabit VLBI data acquisition and storage bggitions. As a partner in industry space technplogjects as
well as ESA Planck and NASA AMS-02, Metsahovi isaative expert in several networking, computing BVYL
hardware, and data processing projects.

Aalto will collaborate with JIVE on enabling flexébuffering at the stations to safeguard agaiss bf data in
case of network failures and on enabling delayadsfier in the case of low connectivity.

In addition to managing the WP8, Aalto is respolesfbr developing the basic storage element AP| and
corresponding hardware and software prototype impteations that can be used by other partnergegration
and testing tasks of WP8.

Ari Mujunen is a software engineer at MetsahoviiB&bservatory. He has a M.Sc. in EE from Helsinki
University of Technology (1992) with software erggning and production as the major subject. Pagoihing
MRO in 1992 he has worked for commercial softwarades creating software production toolsets fon lAD
and business database applications. At MRO, hevhitien software and created electronic designsHerin-
house telescope control and single-dish data atiquisystem. For the 1998 STS-91 space shuttle AhkSion
MRO was responsible for the ground segment of AMRDH (High-Rate Data Link) for which Ari Mujunen
wrote the autonomous Linux-based data acquisititwvare package.

Jouko Ritakari is a hardware engineer at MetsaRawdiio Observatory. He has a M.Sc. in EE from Hélsin
University of Technology (1980) with hardware eregning and data communications as the major sulfjeor
to joining MRO in 1987 he has worked for Nokia Cangtion developing data communication protocols hig
also experience in designing data communicatiowards and designed several of the largest privatearks in
Finland. At MRO, he has developed hardware andaiane for high-speed data acquisition systems,istgvtith
the design of hardware for data capture from theSAD instrument in space and participated in tgstimd
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controlling the instrument. In 2000-2002 he devebbfhe very high-speed data acquisition board \(SHged 512
Mbps) and the universal converter VSIC. Recentlparicipated in a project to port the DiFX cortelato the
Cell processor. Presently he continues protocelareh together with Jan Wagner and Guifré Molerag3a
replacing typical very computing-intensive implertaions of 10 Gbps Ethernet with a hardware-badeg/UP
packetizer that has zero CPU load.

Jan Wagner is a researcher at Metsahovi Radio @tsey. He has a M.Sc. in Electronics Engineernognf
Helsinki University of Technology (2007) with Spatechnology and Computational Engineering as thema
subjects. He has a B.Sc. in Information Technologym Helsinki University (2009). Before joining théRO
team in 2006 he has worked in the embedded congpatid electronics industry and at IBM and CERN. kifay
from previous MRO team achievements, his first taak to provide geodetic VLBI with production reimhe e-
VLBI data transfer software. Together with J. Réake created a high-speed VLBI correlator prgietpased on
IBM Cell platforms and designed real-time GPU-baaddptive optics control systems for future telpsso He
designed 10 GE hardware UDP/IP data streaming@p8 e-VLBI using FPGA hardware together with high-
speed data acquisition systems. Currently he pargu8l HPC computational tasks in ESA/JIVE ExoMargd
planetary water detection projects with G. Moleesearching cluster computing for VLBI correlatiwith A.
Mujunen and actively developing our post-10Gbps Vt8ta acquisition systems and software togethtr ng-
haul UDP/IP networking protocol research for intgional 10G links.

Mr. Guifré Molera Calvés has been working as aaeger at Metsdhovi Radio Observatory since 2006 has a
M.Sc. in Telecommunications Engineering from TechhUniversity of Catalonia, UPC (2006) with Space
Technology as his speciality. During this time lag been an active collaborator in internationajgets as the
AMS-02, EXPReS and the upcoming ESA/JIVE ExoMard RRIDE projects. He has acquired wide experience
in high performance computing architectures, saféndevelopment, FPGA-based designs, networkingpotx,

and astronomical data analysis. Currently he isngrhis PhD thesis, focused on planetary spectiog with

VLBI equipment and high-accuracy spacecraft tragkimth single dish observations.

2.3.14 TUM

The Technische Universitaet Muenchen (TUM) - reéoggh as one of the first three universities to mmwted as
one of the top universities in Germany for gradsateools, clusters of excellence and institutiati@tegies for
universities — covers a large spectrum of fundaaiemtd applied research with studies ranging fragireeering,
natural sciences, including life and medical soésnt¢o economics. Responsible for this projedtes t
Forschungseinrichtung Satellitengeodasie (FES@search institution in the Faculty of Civil Enganing of
TUM and founded in 1983. FESG runs the Geodetice@®lagory Wettzell together with the Bundesamt fuer
Kartographie und Geodaesie. Specifically, FESGrassuesponsibility for operating the Wettzell 20iBY
telescope for geodetic applications since 1983jqiaating in regular daily and hourly geodetic ebsation
sessions every week. Beside the strong involvemevit Bl observations FESG is active in precise GN&®bal
Navigation Satellite Systems) applications, inchgdprecise orbit modelling, Satellite Laser Rangangd Earth
rotation studies using the worldwide largest laggoscope in Wettzell. The FESG is embedded in the
Forschungsgruppe Satellitengeodaesie (FGS), a tum®f five leading geodetic institutions in Geany. This
group participates in WP5, where they will conttéto the automation of the caching at the telessop

Dr. Alexander Neidhardt is the head of the radiesigope group, research scientist and softwareneagat
Forschungseinrichtung Satellitengeodaesie (FES&)d&tisches Observatorium Wettzell, TUM, Germarig. H
fields of work are applied computer science forcgpgeodesy, development of modern, automatic miegsur
control systems for the geodetic space technisagggcially in combination with the development pobjof a new
satellite laser ranging system at the Geodetic ©btary Wettzell, and improvement of data managdragstems
with hybrid and middleware systems. After studyirognputer science at Regensburg and Nuremberg,tamet
his PhD as research scientist and software engatdarndamentalstation, Wettzell. Since 2008 hikadhead of
the radio telescope group Wettzell. He is respamador the design and development of the contsiesn for the
new automated laser ranging system Wettzell amar@te control extension to the NASA field systenicluhis
successfully tested with the radio telescopes dtadle TIGO Concepcion/Chile and GARS
O’Higgins/Antarctica.

NEXPRES

Page 30 of 42



FP7 261525 NEXPReS NEXPReS_DoW-rev35.doc Combim&ti® & CSA
2.3.15 CSIRO

The Commonwealth Scientific and Industrial Rese®aofanisation (CSIRO) employs more than six thodsan
staff in many divisions. The Australia Telescopeit\zal Facility (ATNF) is a division of CSIRO thapecialises
in research and technological developments in raslimnomy. The ATNF operates as open access ahtion
facilities the Parkes 64m telescope, the Mopra d8tanna and the 6 x 22m antennas of the Austrelestope
Compact Array (ATCA). The ATNF also heads the Aalsan bid to host the Square Kilometer Array (SKihg
next generation radio astronomy instrument. ATNBu#ding the 36 x 12m Australian SKA PathfindefSRAP)
and developing new and innovative technologiesHerSKA.

The ATNF also operates a VLBI array, the Long BageRrray (LBA), which utilises all the ATNF anteas and
other telescopes in Australia, such as the HolaltGeduna antennas operated by the University sfin@aia and
the NASA Tidbinbilla antennas. The VLBI data areretated on a computer cluster operated by theilCurt
University of Technology, utilising the DiFX softwecorrelator developed at Swinburne University of
Technology. The LBA is the only substantial VLBlay operating in the Southern Hemisphere.

The LBA partners also conduct a vigorous reseanchdgvelopment programme in e-VLBI, in partnershigih
the Australian NREN AARNet. Recent developmentduide: connecting the ATNF antennas via 2 x 1 Gbps]
there are 3 computer clusters that operate as Biffddvare correlators; recorded VLBI data is alscgbnically
transferred via a Petabyte store operated by ARG®%efnment funded agency); operating e-VLBI andming
in parallel. The ATNF and AARNet were also key papiants in the EXPReS project. So, the ATNF asd.BA
partners are already committed to e-VLBI reseanthideally suited to complement the activities urd@pe
planned for NEXPReS. CSIRO participates directWMR6, but through this Australian connection theilealso
be synergy with other Australian projects, in padir at AARNET and in the group of Prof. Steveng@y at
Curtin University, Perth, Western Australia. Thastér group has considerable expertise on e-VLBIleas
developed the DiFX software correlator that hastoployed at multiple sites around the world.

CSIRO's contribution to WP6 will consist of ATNFBarticipation on the one hand, with their telessoped
correlator facilities, and AARNET participating lnuilding the networking resources within and to #aiga. In
WP7 CSIRO will provide global baselines and helghvimtegration of the DiFX software correlator.

Dr Tasso Tzioumis is the leader of the e-VLBI pobjand the VLBI operations coordinator in ATNF. his been
involved in VLBI research for more than 25 yeard &is scientific research interests range from AGN-ray
binaries and Supernovae. He is also a trainedrelalcengineer and is involved in technology depetents for
radio astronomy, as well as international involvame the IAU, URSI and ITU. Dr Tzioumis chaireceth
EXPReS board for the last 18 months and will bedioating the Australian contributions to NEXPReS .

Dr Chris Phillips heads all technical developmeite-VLBI in Australia. His research interests arainly in
spectral-line observations of masers and massiwvd@imation. He has wide international experiesae spent 5
years working at JIVE. He is the main architecthaef LBA Data Recorder (LBADR) and all software
developments specific to e-VLBI, and will be theimi@chnical person for the Australian NEXPReS ipguation.

Dr Shaun Amy has research interests in supernavaé & the key networking person at ATNF. He glaykey
role in all network operations and developmentstamibeen a key person for the e-VLBI project.diteboration
with AARNet he will handle all the necessary netkng developments for NEXPReS in Australia.

B 2.4 Consortium asa Whole

The proposed NEXPReS programme will bundle expentisadio astronomy and several ICT areas: netwgyk
storage and computing. Building up this formal idtsciplinary structure is probably the most impottaspect of
the entire program. There already exist a numbsetrattures (including ones that are EC suppotteat)have
expertise in radio-astronomical instruments, foduse existing or future research infrastructures,tbe
collaboration in (N)EXPReS is unique in the sefed it enforces collaboration between the two dosaiVe
have learned from the past that this formal stmecisi essential for keeping a focus on the deveéopiwork and
getting support from organizations outside the &thdollaboration.

The NEXPReS partners will bring together essentifts for carrying out the work described in tbang
Research and Service Activities. In constructing thstribution of work packages we have had oougosolely on
bringing the appropriate talents together. Not¢ @ahf@w organizations contribute to the programntbaut
expecting return from the EC funds. These partasrsncluded in order that their effort contributesnally to

NEXPRES

Page 31 of 42



FP7 261525 NEXPReS NEXPReS_DoW-rev35.doc Combim&ti® & CSA

the project and to make sure they are representdnd imanagement structure. Furthermore, we exyleet
partners from the radio astronomy community and NRE participate in the network activities. In trest the
existence of an EC project in this area has besiadyst for a large number of such interactions

While the project primarily builds on the existingllaborations in traditional VLBI, there is an ieasing role for
other radio astronomy facilities with a large ICdngponent. Notably the International LOFAR Telescqree-
LOFAR) that is currently being commissioned acresgeral European countries, is encountering a nuofbe
similar technological issues for its future opeyasi. The facilities already share the same engirgbasis and
have a largely overlapping user community. Ind@edpme of the forums common problems and common
solutions have been discussed in the past. In NEESRRese ties will only be stronger when operatioradters
will also start to share the same connectivityasfructure. This common footing will be an asseBarope’s role
in the SKA.

In this project there is a central role for JIVEmanaging and implementing most of the Serviceuvitas. This
may seem lopsided, but it is in fact very natuéal.a joint European facility for VLBI, it is JIVE'mission to
provide central services for the entire EuropeaBMtommunity. This is true in most operational agpe
including user support, but also in, for exampl&re@ach. When JIVE was founded, one of the mairathjes was
to establish a central legal entity to carry outdpean projects on behalf of the distributed facilis such, JIVE
has a very long and broad experience in managintugds. In the future JIVE is aiming for recognitias a
formal European Research Infrastructure Consor(EiRiC).

i. Subcontracting.

The R&D necessary for NEXPReS will all be done dmuige, combining the expertise from our wide varggdty
partners. In some cases standard components willfolased commercially, in other cases the caliloms will
tap into other, local expertise, but there is nonfal subcontracting foreseen.

ii. Other countries.

The NEXPReS includes one partner from Australid RCS which is operating the Australian Telescopes a
VLBI Network. Although of a smaller scale, this VLBetwork is already applying innovative digitattmiques
and having this partner in our collaboration issesisl for technological cross-fertilization. Iretpast we have
pioneered long-haul connectivity with this partaed for similar exercises in WP6 on bandwidth omaled
mechanisms, this partner is essential. It is fanedkat the staff at the Australian Telescope Matié-acility
(ATNF) will make a vital contribution to the deftion of the global VLBI transport protocol.

Moreover, Australia is one of the two possiblesitar the SKA, the other being Southern Africa. Buaith-
African telescope is already a member of the EVHN ellaborates through its operational and techmiodies.
Through NEXPReS we will also maintain a solid watkrelation with Australian radio astronomers and
engineers. Besides the direct involvement of thERCG this link brings also expertise from other &aBan
partners into the NEXPReS domain. Important worlsaftware correlation is done at Curtin UniversityPerth,
Western Australia, and provisions are made in WWH@dter collaborations with this group. SimilaAARNET,
the Australian NREN, is playing an important raleenabling long-haul connectivity and has been gt in
establishing e-VLBI in Australia, both locally aimda global sense.

iii Additional partners.

The NEXPReS programme will be influential beyone 1% partners that are listed in the work-pack&gstly, it
will be an important asset for the EVN as a whiest telescope sites in Europe are contributingedtige to the
work-programme, but the EVN also has members iritBairica, China and Puerto Rico. Through this
consortium, NEXPReS will drive the developmentthiese places, as well as at new telescope sitesxdmnple,
the KVASAR telescope network in Russia which has jecently joined the EVN. Operators from thesestope
sites will also participate in the Network Actis in WP2 and WP3.

Similarly, the NEXPReS activities will involve natial network providers. The formal structure of NEReS
includes network partners DANTE (providing the Eagan backbone), SurfNET (providing the central capao
connect the correlator) and NORDUNET (participatimyVP6). However, it is important to recognize #ffort
and resources provided by the NRENs who supporingtgutes that participate in the project. Wa @entify the
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following additional NRENS that connect participants in the developrpeniect or telescopes involved in
operational e-VLBI:

- AARNet (Australia)

- DFN (Germany)

- FUNET (Finland)

- GARR (ltaly)

- JANET (UK)

- LATNET (Latvia)

- PSNC (Poland)

- RedIRIS (Spain)

- SUNET (Sweden)

- APAN (Asia)

- CSTNET (China)

- Internet2 (USA)

- CANARIE (CANADA)
- RedCLARA (South America)

Clearly NRENSs are of vital importance for providiognnectivity for our activities in order to mebetNEXPReS
goals. Contacts with these organizations have betblished everywhere on a national level and NE2&will
stimulate these collaborations to continue. Thgm in WP3 specifically addresses these partrsshi

One of the important motivations behind NEXPRe®ibuild up expertise and develop technology fer SiKA.
Results from NEXPReS will feed into the SKA teclowy programme by providing contributions to SKA
meetings. Managers of several of the institutesDR&epartments are often involved in both programmes
Similarly, at board level there is considerablertage of facility directors actively participating both projects.
NEXPReS will continue the good practice establisine@XPReS to highlight progress at various busines
meetings. There are also links with the Europeac&programme, where progress reports on VLBI ipescivill
be presented.

In addition, NEXPReS will establish strong linkghiva number of institutes that have a leading irolgefining
technology that is essential for the advance of VOBrough the EVN there is a long standing collation with
the agencies that provide the digitization and mdiog components for VLBI systems. These play apartant
part in the ambition to capture larger bandwidththa telescopes. In the area of distributed comgudIVE has a
nationally funded collaboration with the UniversitiyAmsterdam. In WP7 an important role is envigidffor the
collaboration with Curtin University, where a sianlR&D programme is carried out. Although this ablration
is not applying for funds from NEXPReS directlyprvision is made to make sure that Curtin staff gartake in
the international WP7 programme.

Letters of Support

As there are a number of organizations that amdty not part of the NEXPReS collaboration, butttdo have
an interest in its success, we have received setfesupport from the following organizations:

- Internet2, the US educational and scientific backbone.

- PrepSKA, an FP7 project that will define the technical middr the ESFRI facility SKA and carry
out the costing of the design with the global parsn

- GARR, the Italian NREN

- SPDO, the SKA Programme Development Office

- AARNET, the Australian NREN who will contribute effort istablishing dynamic long-haul
connectivity

- ESA, European Space Agency

B 2.5 Resour cesto be Committed

The table below lists the Workpackages, the si@leCSA type of activity they belong to and the exdjwve cost
category according to:

- the explanations presented in previous chapteas{y Section B 1.3)
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- the Guide for Applicants for this call (Capacitie Research Infrastructures call FP7-
INFRASTRUCTURES-2007-2)(*)

(*) list of cost categories and associated actsi(isimplified):

» RTD activities: directly aimed at creating newolriedge and new technology it includes the costs of
joint research activities.

» Coordination activities: aimed at fostering camtion between the participants in the projecttaed
scientific communities benefiting from the researdastructure. It includes the costs of netwogkin
activities (including, but not limited to, trainindissemination and communication).

* Management activities: include the maintenanciefconsortium agreement, if it is obligatory, the
overall legal, ethical, financial and administratmanagement including for each of the participants
obtaining the certificates on the financial statete@r on the methodology, the implementation of
competitive calls by the consortium for the papation of new participants and, any other
management activities foreseen in the project exxaqrdination of research and technological
development activities.

» Other activities: any specific activities not eo®d by the above mentioned types of activity. It
includes service activities aimed at the provigibspecific research infrastructures related ses/io
the scientific community (amongst those, conneistiservices can be funded up to 50%).

Workpackage CP-CSA type of activity E.g. Networkifsctivities Cost category E.g.
(NA); Service Activities (SA); Joint Research Management;Coordination;
Activities (JRA); Other; RTD

WP 1 NA Management

WP 2 NA Coordination

WP 3 NA Coordination

WP 4 NA Coordination

WP 5 SA Other

WP 6 SA Other

WP 7 JRA RTD

WP 8 JRA RTD

Costs will be declared and claimed according te tidible. They will be clearly described and digtisbed for
each activity in the periodic reports.

Please refer to WT6: Project Effort by Beneficiand Work Package, WT7: Project Effort by Activiyype per
Beneficiary, and WT8: Project Effort and costsd@ummary of costs and distributions within thggub

As is clear from WT8: Project Effort and Costs, tteaminating costs in NEXPReS stem from partnerqersl
costs. It should be noted that the consortiumewaiitribute considerable resources, beyond the teagis
required for the given cost models.

The following tables describe in more detail thel€r Direct Costs” associated with each work paekagther
divided by partner. Note that there are travetsassociated with JIVE to cover the costs for VER@ WP3
travel and meeting support. JIVE will be providihg administrative and travel support for thesekvpmckages
as outlined in the DoW. The activities are thebtstaled (NA, SA and JRA) and then a grand total/joled.
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WP1 NA1 Management Travel Equipment Materials Other
JIVE 26,250 0 0 0
TOTAL 26,250 0 0 0
WP2 NA2 EVN- NREN Travel Equipment Materials Other
JIVE 30,000 0 0 0
DANTE 0 0 0 0
TOTAL 30,000 0 0 0
WP3 NA3 eVSAG Travel Equipment Materials Other
JIVE 30,000 0 0 0
FG 0 0 0 0
TOTAL 30,000 0 0 0
WP4 NA4 Outreach Travel Equipment Materials Other
JIVE 900 0 15,200 q
TOTAL 900 0 15,000 q
WP5 SA1 Cloud Correlation Travel Equipment Materials Other
JIVE 1,375 130,500 Q @
MPG 375 0 0 0
TKK 375 0 0 0
TUM 625 0 0 0
TOTAL 2,750 130,500 Q @
WP6 SA2 High bandwidth on demand Travel Equipment Materials Other
JIVE 875 40,000 0 g
ASTRON 750 20,000 0 q
UMAN 875 20,000 0 q
0SsO 250 0 0 0
NORDUnet 625 0 0 0
SURFnet 0 0 0 0
DANTE 0 0 0

CSIRO 2,500 0 0 0
TOTAL 5,875 80,000 q q
WP7 JRA1 Computing shared infrastruc Travel Equipment Materials Other
JIVE 875 8,000 0 0
0SSO 1,250 2,000 0 0
VENT 938 2,000 0 0
PSNC 2,250 2,500 0 g
CSIRO 0 0 0 0
TOTAL 5,313 14,500 g g
WP8 JRA2 High-speed storage Travel Equipment Materials Other
JIVE 8,500 9,000 0 0
ASTRON 1,100 9,500 0 0
INAF 1,875 10,000 q qa
UMAN 675 9,500 0 0
0SSO 675 9,500 0 0
PSNC 750 0 0 0
TKK 2,925 19,000 q q
TOTAL 16,500 66,500 a (
Total NA 87,150 0 15,200 0
Total SA 8,625 210,500 0 0
Total JRA 21,813 81,000 0 0
Overall TOTAL 117,588 291,500 15,200 0
Grand Total 424,288

We expect considerabglditional effort during the course of the project. In th@&Rort 3 project SURFnet will
further develop dynamic services for the Dutch rstifie and educational communities. Although natially
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accountable, the results of this engineering effditbe directly applicable to NEXPReS. Anothetaggory is the
hardware contribution from some of the partnersisted in the project. A major contribution isp@cted from
SURFnet regarding the connectivity of the correlatalIVE. Similarly, additional contributions aegpected from
the DANTE and NORDUnet partners.

Through the link with the EVN a large number ofaeses are committed to this project. The enornoaipstal
investments and operational budgets of the telesctiEemselves are not accounted in this projetthgy are in
fact the Infrastructure that is made availablehis programme. This not only holds for the radiv@somy
partners in NEXPReS but for all associated EVNstab@es in Europe and beyond.

The same arguments hold for the close ties that baen established, one way or the other, with Nd&Riakt
support e-VLBI but are not listed as formal membeFarough NEXPReS it will be possible to furthevdlop the
vital relationships with these partners, whoseigiadtion reflects an investment on national levels

Finally, NEXPReS will catalyse collaborations wither partners in the field. Specifically we mentthe
commitment of the group of Curtin University, Westéustralia, who prefer to stay outside the formads of
our proposal, but are eager to contribute to thenaon goals.

B 3. Impact
B 3.1 Strategic Impact

The purpose of the combination of collaborativevéieds and coordination and support actions prepas
NEXPReS is to further improve the research infragtires for long baseline interferometry in Eur@geBI, but
also LOFAR). By its very nature this requires adpg@an and often global approach. The continuatidheo
networking activities established in the past tiglothe EXPReS project will ensure that this e-Istinacture will
be further integrated and consolidated by meaniseofnost advanced ICT methods. The Service Aaiwvitvill
directly boost the scientific capacity of theseytascale facilities, leading to new, exciting stifemresearch by a
larger user community. The R&D activities in thénidresearch Activities will explore new techniqussbling
future capabilities in radio astronomy, and provieledback into the ICT domain. Clearly, the progbse
programme has all the qualifications to be considexrs an Integrated Infrastructure Initiative, ailtgive
Europe a leading role in the fields of radio-astroy, long-haul, wide band connectivity, streamiogiputing
and fast storage.

Networking Activities

Networking Activities will foster the cooperativelture established in our community over decadesalso
provide a platform for interdisciplinary collaba@t between radio astronomers and ICT infrastrecpuoviders.
Proper management is a common goal for all padidgand this is implemented in WP1.

Other objectives that will be addressed in Netwaglké\ctivities include the strengthening of virtea@mmunities.
This is indeed the main activity of WP3 and WP4jachtsupport the discussion platforms for EVN-NREs!
the e-VLBI Science Advisory Group. Both expert greware essential for reaching the decisions tHfat@nand
improve both the technical functioning and operaigrocedures of the infrastructure. Most of tineds are
allocated to the organisation of meetings, which adgfinitely also attract parties from outside ttansortium.
However, these meetings are just the starting goirdiscussions and collaborations that will mpsibrk
through e-mail and other means of communicatiom EWN-NREN platform (WP2) is important for spreaglin
good practices on high-speed connectivity beyord\BXPReS partners, as well as discussing optiods a
standards for the future. By associating these ingetvith for example e-VLBI workshops, as has leaga in
the past, this activity plays an important rolelisseminating knowledge on e-VLBI practices. THatfprm will
also be the starting point for discussions on cotivigy to (potential) new telescope sites. Exarspdé places
where (further improved) connectivity is desiredliude Portugal, Sicily, Russia, China and the WleaWe stress
that new connectivity is not a deliverable for whianding is sought in this programme, but thabasging with
an established EC framework has proven to be hoatalyst in many countries in the past.

In WP3 the focus will be a on the impact the newXRReS services will have on the astronomical omrat As

such it will be extremely important for strength@mihe collaboration in the EVN in preparing praoess that will
be in place during and beyond the programme. Toasfwvill shift from adopting new policies for rapiglsponse

science to discussions on operational issues.X&mge, the new caching mechanism may require ingaro
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guidelines for storing and discarding recorded.datee can also imagine that a discussion on mgudag evenly
spread observing sessions will be needed. Fromepastience we have learned that having such antaah a
formal work-package is absolutely essential for imglprogress in turning over established, old pdoces in
science operations.

Communication is the title of WP4, where the fotsusn internal and external communication of thajqut.
Besides dealing with outreach activities, this\astiwill also be responsible for managing the miais produced
by the project and making them available in thelipudbmain. Web sites are essential in providirfgrimation to
the scientific community and through this actiwtg plan to make our programme known at many sdienti
meetings.

Service Activities

The main objective of the Service Activities in NEReS is to provide a new research infrastructurént®
scientific radio-astronomy community. In WP5, “CtbQorrelation”, this is achieved by augmenting the
previously developed telescope connectivity by agdast, transparent data management, enablingncaohthe
data, close to the time-critical components inrtbvork. This service will provide end-to-end seed throughout
the running time of the project with increasingestific capabilities. Vertical integration is takiplace in this
work package, where communication, storage andatlicomponents developed in the EXPReS JRA comiiixt
be combined into new operational services. Proguilsbe aided by adopting new international staxideor

VLBI data content that have recently been estabtish

Complementary to this, WP6, “High Bandwidth on Dewtiawill focus on upgrading the network operatidas
include Bandwidth on Demand mechanisms, makingfiseared connectivity resources. Moreover, it gitbatly
improve the astronomical impact of e-VLBI by provig more raw sensitivity. This activity may involve
upgrading or fine-tuning the network componentslBXPReS partners and network providers along tle pa
This service does depend on mechanisms for dynalhoization of connectivity that have been develojpeithe
past and have reached a certain level of mat8iyne questions remain about combining differentogals, but
we think that large-scale applications like e-Vidsle-LOFAR will provide an important stimulus towlartheir
unification.

Besides boosting the bandwidth available for e-VBBtl therefore its sensitivity, the Service Actestwill cause
a tremendous scientific impact by improving theitdity, robustness and efficiency of the netwoftke
importance of such quality enhancements shouldh@ainderestimated, as they address the true betken
between observations and scientific papers. Sampita at optimal observing conditions, guarantg#iat all
telescopes deliver data of the highest quality@retking the results in real-time improves the ckarthat the
observations meet the original astronomical objesti This, combined with the impact on overalleaéincy
through the reduction of complex logistics, will keae-VLBI accessible to more astronomers worldwideese
goals are also supported by a number of EVN andmadty funded projects aimed at upgrading bothgebpes
and the correlator to produce and handle the redulata rates.

Joint Research Activities

WP7 and WP8 address innovative techniques and rexpéw options for future use of radio-astronomical
facilities. WP7, “Computing in a Shared Infrastuwret’, deals with the optimisation of the streamifaga
applications that are specific to radio astronovithile it is our aim to make use of middleware pootis that have
been developed in the Grid context, we note thegdlservices will have to operate in a differegime. This
work will focus on implementing new methodologigglgrotocols. A specific aim of WP7 will be to testveral
scenarios by integrating some of the software &oecomponents at partner institutes into a netmal service.
In order to address distributed computing in aasti@eg environment, new protocols will have to bealeped.

We expect the results of this work to feed back the European ICT community and have a real impac¢he
development of high-performance streaming compuwisgwhere.

Similar arguments hold for the significance of WH&,ovisioning High-Bandwidth, High-Capacity Netvked
Storage on Demand”. By researching the very speafjuirements of radio astronomy in the presedtfature, it
can be anticipated that new protocols and mechangihbe developed. Although radio astronomy mawbry
specific in its caching requirements, it is cefaimot the only area in science or society whegh Hiandwidth
storage is required for the near future. This R&Brknhas a high likelihood of reaching the scieatfommunity
through its link with WP5, from where results Wik disseminated throughout the e-Infrastructure.
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Apart from the technological imperatives, the roleéhe Joint Research activities in the e-VLBI couamity should
not be underestimated. In WP7 and WP8 much ofrtteeriational and interdisciplinary collaboratiokeda shape.
Engineers from many countries have constructe®tt facilities in unison with pride and dedicatipand this
programme offers an opportunity to continue coltaliag in this tradition of international excellendhe
expertise already abundantly available will be beddy new expertise and used to foster the glehA4lBl
collaboration and work towards future e-Infrastues.

B 3.2 Plan For The Use And Dissemination Of Foreground
3.2.1 Dissemination of Results

The Project Office will facilitate the disseminatiand exploitation of results through several cowidd
activities. The project is designed to have sdweoak packages that focus on inter-disciplinarynoounication.
Furthermore, there is a work package dedicateditmmunications.

WP4- Communications is focused on ensuring thaathiities of the project are properly distributbdth within
the project and outside. The project will have @spnce on the web, where a public site will coradiinelevant
information for visitors; this will include finalaliverables aimed at the public domain. A closexlise of the web
site is aimed at internal communications; this praven to be highly successful in the past forisigaglocuments
in progress, but also for setting up meetings &adisg management information. More external comgations
will be executed through existing contact pointshi@ media, built up over the years through costedth
previous (EC) projects as well as through locadlatives by the Project Office. Efforts will be ne&tb ensure that
all partners have sufficient access to local mediaces. In addition to the planned activitiesréhare various
opportunities that will be handled when they come Tihese often come in the form of presentatioos,
sponsorships and invited talks.

Project achievements and milestones will be comoaied to the general public and/or astronomy, rebesnd
networking communities as appropriate through prelemses, EVN newsletter announcements, participat
meetings (e.g., TNC and EC Concertation events)pastings on the NEXPReS web site. Such eventsdecl
technology breakthroughs and demonstrations, sogmif scientific publication resulting from NEXPReS
technology advances, project completion, etc.

Press releases will be issued by the NEXPReS Coiations Office, which will also coordinate relatecess
releases issued by NEXPReS partner institutes. Pantieers such as DANTE, TERENA, SURFnet and CSIRO
have proven in the past to have significant reattthe astronomy, research and networking commesnias well
as successful traction with the public media.

Both WP2- EVN-NREN and WP3- eVSAG are designednimerage communication and discussion between
groups that may not naturally interact with onethan WP2 gathers astronomers and computer network
engineers to discuss technology issues and upcoopipgrtunities on the interface of radio astronamg
connectivity. Discussions in this forum will degith new methods and equipment for the provisionifig
bandwidth on demand, as well as the specific issubsnging new or enhanced connectivity to tetgsesites
outside of the consortium. A specific functiontlos forum will be to provide the astronomical commity with
the opportunity to bring forward its requiremerggarding quality of service issues, like mainteeasthedules
and downtime.

WP3 focuses on addressing the gaps between coperdtional radio interferometry practices and pibdé
improvements made possible through new technolodiese the impact of new technology on the openati
model of the EVN and other VLBI networks will besdussed. New opportunities and changes in opegdtio
constraints will be brought to the attention of MLBers and operators. The expertise of this gralifeed into
the discussion on operations of future telescddegtings held by these two network activities Wil coordinated
with WP4.

WP5- Cloud Correlation and WP6- High Bandwidth ceniand will contribute to the operational VLBI
infrastructure and in this way have an impact droasmical science. The resulting scientific papsnd
presentations will contribute to the disseminatdbimformation on the project activities and thésce that the
project enables.
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The two research activities, WP7- Computing in ar84 Infrastructure and WP8- Provisioning High-Baiulth,
High-Capacity Networked Storage on Demand are\lik@lproduce scientific publications by themsems, will
generate additional scientific output through astraical results when they reach the operationgksta

Together, WPs 5-8 will all generate presentatiordsraports that will have various levels of relesaio the
community active in the field of radio astronomgtiumentation. In conjunction with WP4, these mats will
be shared as appropriate.

3.2.1 Intellectual Property

Participants in the Project have the possibilitgi@fating intellectual property that is not onlyuske to the project,
but also of general value to society. Given tredamic nature of most partners most of the infalonagxchange
will happen in an open atmosphere, but there magréas in which management of knowledge capitalbeil
important. For this a flexible implementation ofahectual property rights will be necessary. Thoisnal process
for use and sharing of intellectual property wil &tipulated in the Consortium Agreement. In gaher
developments within the project will be viewed hared products, equally available to all projectrps.
Software that extends existing open source softwéleemain open source software. There is agrezice to
place new software under an open source licensehédinal decision will be made by the projectaBa.

B 3.3 Added Value Of The Community Financial Support

The scientific motivation for NEXPReS is to fadlie€ new astronomical observing opportunities. Hutpararries
out astronomical research primarily to satisfyciisiosity about the fate of the universe thatiedi in and the laws
of physics that govern it. Astronomy has a gregeal to the general public and motivates younglesto pursue
a career in science and technology. However, era@lso numerous examples where pure scierdggearch has
led to important technological results directlytmassociated socio-economic impact. The time sdalethis
feedback are generally long and hard to predictcant example is the awarding of the 2009 Austnairime
Minister's Special Prize in Science to Westerbetkdcope pioneer John O'Sullivan in recognitiorhisrvital
contribution to WiFi.

NEXPReS will certainly make a significant contriiout to Europe’s leading role in the area of radio
instrumentation, thereby strengthening its potémiduild the SKA. Compared to other ongoing potge
NEXPReS has the outstanding potential to bring n@fespecialists into the radio astronomy domaid arpand
the expertise in the astronomical community iningtedge network, computing and storage technigues.
addition, it will make the network and distributeasimputing communities more aware of the specifedseof
radio astronomy. With the advent of an increasingnioer of so-called software telescopes (LOFAR, SKWg
awareness will be urgently needed to bring abouegetic approaches. NEXPReS also has an impdirt&rio
VLBI Space Science, a field in which Europe hasséirttt lead. Through the technological advancethisf
project European VLBI will be able to continue tayan important role in future planetary spacesiniss.

Moreover, the NEXPReS project has the potentiahdke a significant impact through the technological
developments in its Service and Research Activitkssan example, the Service Activities will implemt
procedures for dynamically allocated network cotines as part of the operational efforts for e-VLHBIhis work
may be relevant for other science user communigigsecially when combined with the high-bandwidtrage
requirements that will also be addressed in ouggarmme. Some of these resource allocation soluti@sbe
applicable beyond the scientific community, for gde in dispatching large volumes of sensor dataviather
or geodynamic monitoring.

In the mid-term, the fast storage system that wiedeizelop in WP8, complemented by the anticipatedease of
CPU power, could be commercially relevant. Ourichdo use standard off-the-shelf components wveilphio
close in on a set of optimized solutions applicddah in the research/academic and in the commattitystrial
sectors.

The appealing combination of novel technology amtirng-edge science exerts a special attractiotalemted
people who enjoy working on the interface betwasernce and engineering. Having such people workudnic
e-Infrastructures with purely scientific objectiwesl project a positive image of Europe’s techrggrogram, an
image that will be strengthened by new pictureastfonomical objects made possible through teclgnzdb
innovation.
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B4. Ethical Issues

NEXPReS does not believe that there are any etisisads associated with the project after interoakideration
and after referencing the Ethical Guidelines fof k€xt.
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Appendices

Appendix 1: Financial |dentification Form

wa FINANCIAL IDENTIFICATION

L%

%5
p-3-%-4

PRIVACY STATEMENT http:/fec.europa.eufbudget/execution/ftiers_fr.htm

ACCOUNT NAME

ACCOUNT NAME(f) | Stichting "Joint Institute for V.L.B.I. In Europe (J.LV.E.)" inzake NEXPReS ]

ADDRESS | Qude Hoogeveensedijk 4

TOWN/CITY | Dwingeloo | POSTCODE

COUNTRY | Netherlands |

CONTACT L Van Langevelde Hulb
TELEPHONE | F3IT 521596 525 _I FAX | AT S7L 596539

E - MAIL I TTEXpressecretaryajivemt

BANK

BANK NAME | Fortis Bank (Nederland) N.V,

BRANCH ADDRESS | BIEAR 555

l

TOWN/CITY | Rotterdam | PosTcope
COUNTRY | Netherlands |

ACCOUNT NUMBER |  24.03.76.242

IBAN(3)| NL92FTSB0240376242

REMARKS: Project number 261525
Project Acronym NEXPReS
+ SIGNA DATE + SIGNATURE ACCOUNT HOLDER :
h Obligatory)(3) {Obligatory)
FORTIS BANK (NEDERLAND) N.V.

J. Mattijs e
Senior Banker

fgioqlz‘olo DATE IZ,é,Z?lZ.%OJO.;

(1) The name or title under which the account has been opened and not the name of the authorized agent
(2) 1f the IBAN Code (International Bank account number} is applied in the country where your bank is situated

{3 1t is preferable to attach a copy of recent bank statement, In which event the stamp of the bank and the signature
of the bank's representative are not reauired. The sianature of the 1t-holder Is oblicatorv in all cases.

Appendix 1: Scanned copy of the sighed Finandahtification Form
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Appendix 2: Letter Declaring Interest Bearing Bank Account

Dwingeloo, 26 April 2010

To Whom It May Concern,

Yours sincerely,
UL,_:

Dr. HJ]. van Langevelde
Director

JOINT INSTITUTE FOR VLBI IN EUROPE

JIVE, the Coordinator for the NEXPReS Project (261525), has opened an interest bearing bank
account on behalf of the NEXPReS Project. The account was opened with Fortis Bank and has
the account number 24.03.76.242. The full details of the account are available in the Financial
Identification form that is submitted with the project documentation.

This account will be used to receive EC funds for the project and will be the account from
which funds will be distributed to project members.

Postbus 2, 7990 AA Dwingeloo, the Netherlands

Oude Hoogeveensedik 4, 7991 PD Dwingeloo

Tel:  +31(0)521 596500

Fax:  +31(0)521 596539 Bank:  63.04.99.292
E-mall: jive@jive.n! VAT No: NL.8070.28.009.8.01
URL:  http:/fwww jive.nl CC/KvK: 41020054

Appendix 2: Signed letter declaring that the bacdoaint for NEXPReS is interest bearing
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